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From the Conference Chair

The Second International Joint Conference on Natural Language Processing
(IJCNLP 2005) was prepared to serve as a linking device for advanced research
cooperation as well as a sharing device under the AFNLP (Asian Federation of
NLP) flag and among worldwide NLP communities.

The twenty-first century, introducing a new international economic world,
is experiencing a leap forward in the world of knowledge. The technology of
NLP has been achieving rapid growth through the accumulated industrializa-
tion experiences and vivid deeper research. We believe this progress is not only
contributing to the knowledge society, but also playing an important role in eco-
nomic growth through awakening the infrastructure of knowledge of the human
brain and language functions.

Following the success of IJCNLP 2004, IJCNLP 2005 has made further
progress. Not only do we have a big submission increase, but also more in-
vited talks and more tutorials are organized. All these could not have happened
without a lot of effort from the conference committees. I'd like to take this oppor-
tunity to express my sincere gratitude to the organizing chair Jong-Hyeok Lee,
the program co-chairs Robert Dale and Kam-Fai Wong, the publication co-chairs
Jian Su and Oi Yee Kwong, and all the other committee chairs for supporting
IJCNLP 2005 enthusiastically. It is also my pleasure to thank the AFNLP Pres-
ident Benjamin T’sou, the Vice-President Jun’ichi Tsujii, and the Conference
Coordination Committee chair Keh-Yih Su for their continuous advice.

Furthermore, I greatly appreciate the support from the sponsors of this
conference: Jeju Province Local Government, KAIST, KISTI, ETRI, Microsoft
Korea, Microsoft Japan, and Mobico & Sysmeta.

Last, we look forward to the active participation from you, the honorable
guests, to make this conference a successful event.

October 2005 Key-Sun Choi
Conference Chair
IJCNLP 2005



Preface

The Theme of IJCNLP 2005:

“NLP with Kimchee”, a Conference with a Unique Flavor

Welcome to IJCNLP 2005, the second annual conference of the Asian Federation
of Natural Language Processing (AFNLP). Following the success of the first con-
ference held in the beautiful city of Sanya, Hainan Island, China, in March 2004,
IJCNLP 2005 is held in yet another attractive Asian resort, namely Jeju Island
in Korea, on October 11-13, 2005 — the ideal place and season for appreciating
mugunghwa, the rose of Sharon, and the national flower of Korea.

On behalf of the Program Committee, we are excited to present these pro-
ceedings, which collect together the papers accepted for oral presentation at
the conference. We received 289 submissions in total, from 32 economies all
over the world: 77% from Asia, 11% from Europe, 0.3% from Africa, 1.7% from
Australasia and 10% from North America. We are delighted to report that the
popularity of IJCNLP has significantly increased this year, with an increase of
37% from the 211 submissions from 16 economies and 3 continents received for
TJCNLP 2004.

With such a large number of submissions, the paper selection process was
not easy. With the very considerable assistance of our 12 area chairs — Claire
Gardent, Jamie Henderson, Chu-Ren Huang, Kentaro Inui, Gary Lee, Kim-Teng
Lua, Helen Meng, Diego Molld, Jian-Yun Nie, Dragomir Radev, Manfred Stede,
and Ming Zhou — and the 133 international reviewers, 90 papers (31%) were ac-
cepted for oral presentation and 62 papers (21%) were recommended as posters.
The accepted papers were then assigned to 27 parallel sessions leading to a very
solid three-day technical program. Four invited speeches were added to further
strengthen the program; we are honored this year to have invited Bill Dolan
(USA), Seyoung Park (Korea), Karen Spéarck Jones (UK) and Hozumi Tanaka
(Japan), all world-renowned researchers in their areas, to present their views on
the state of the art in natural language processing and information retrieval.

TIJCNLP 2005 is obviously a sizable international conference. The work of the
Program Committee would not have been so smooth without the unfailing sup-
port of the other team members. In particular, we would like to thank Key-Sun
Choi (General Chair) and Jong-Hyeok Lee (Organizing Committee Chair) for
their continuous backing and their prompt responses to our numerous requests
for information and assistance. Thanks are due to the Publication Committee
Co-chairs, Jian Su and Oi Yee Kwong, for serving as the bridge between Springer,
the authors, and the Program Committee. We are also very grateful to Benjamin
T’sou, the President of AFNLP, for his invaluable advice at various stages in the
development of the conference.



VIII Preface

We hope you will take advantage of every aspect of IJCNLP 2005: the pro-
gram and the presentations; the proceedings and the papers; the meetings and
the people; the resort and the mugunghwa, as well as the food — especially the

kimchee. Enjoy it ©.

October 2005 Robert Dale and Kam-Fai Wong
Program Committee Co-chairs
IJCNLP 2005
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A New Method for Sentiment Classification
in Text Retrieval

Yi Hu', Jianyong Duan', Xiaoming Chen'?, Bingzhen Pei'?, and Ruzhan Lu'

! Department of Computer Science and Engineering,
Shanghai Jiao Tong University, Shanghai, China, 200030
% School of Computer Science and Engineering,
Guizhou University, Guiyang, China, 550025
{huyi, duan_jy, chen-xm, peibz, rz-lu}@cs.sjtu.edu.cn

Abstract. Traditional text categorization is usually a topic-based task, but a
subtle demand on information retrieval is to distinguish between positive and
negative view on text topic. In this paper, a new method is explored to solve
this problem. Firstly, a batch of Concerned Concepts in the researched domain
is predefined. Secondly, the special knowledge representing the positive or
negative context of these concepts within sentences is built up. At last, an
evaluating function based on the knowledge is defined for sentiment classifica-
tion of free text. We introduce some linguistic knowledge in these procedures to
make our method effective. As a result, the new method proves better compared
with SVM when experimenting on Chinese texts about a certain topic.

1 Introduction

Classical technology in text categorization pays much attention to determining
whether a text is related to a given topic [1], such as sports and finance. However, as
research goes on, a subtle problem focuses on how to classify the semantic orientation
of the text. For instance, texts can be for or against “racism”, and not all the texts are
bad. There exist two possible semantic orientations: positive and negative (the neutral
view is not considered in this paper). Labeling texts by their semantic orientation
would provide readers succinct summaries and be great useful in intelligent retrieval
of information system.

Traditional text categorization algorithms, including Naive Bayes, ANN, SVM, etc,
depend on a feature vector representing a text. They usually utilize words or n-grams
as features and construct the weightiness according to their presence/absence or fre-
quencies. It is a convenient way to formalize the text for calculation. On the other
hand, employing one vector may be unsuitable for sentiment classification. See the
following simple sentence in English:

Seen from the history, the great segregation is a pioneering work.

Here, “segregation” is very helpful to determine that the text is about the topic of
racism, but the terms “great” and “pioneering work” may just be the important hints
for semantic orientation (support the racism). These two terms probably contribute

R. Dale et al. (Eds.): IICNLP 2005, LNAI 3651, pp. 1 -9, 2005.
© Springer-Verlag Berlin Heidelberg 2005



2 Y. Hu et al.

less to sentiment classification if they are dispersed into the text vector because the
relations between them and ““segregation” are lost. Intuitively, these terms can provide
more contribution if they are considered as a whole within the sentence. We explore a
new idea for sentiment classification by focusing on sentences rather than entire text.

“Segregation” is called as Concerned Concept in our work. These Concerned
Concepts are always the sensitive nouns or noun phrases in the researched domain
such as “race riot”, “color line” and “government”. If the sentiment classifying
knowledge about how to comment on these concepts can be acquired, it will be
helpful for sentiment classification when meeting these concepts in free texts again.
In other words, the task of sentiment classification of entire text has changed into
recognizing the semantic orientation of the context of all Concerned Concepts.

We attempt to build up this kind of knowledge to describe different sentiment
context by integrating extended part of speech (EPOS), modified triggered bi-grams
and position information within sentences. At last, we experiment on Chinese texts
about “racism” and draw some conclusions.

2 Previous Work

A lot of past work has been done about text categorization besides topic-based clas-
sification. Biber [2] concentrated on sorting texts in terms of their source or source
style with stylistic variation such as author, publisher, and native-language
background.

Some other related work focused on classifying the semantic orientation of indi-
vidual words or phrases by employing linguistic heuristics [3][4]. Hatzivassiloglou
et al worked on predicting the semantic orientation of adjectives rather than phrases
containing adjectives and they noted that there are linguistic constraints on these
orientations of adjectives in conjunctions.

Past work on sentiment-based categorization of entire texts often involved using
cognitive linguistics [5][11] or manually constructing discriminated lexicons
[71[12]. All these work enlightened us on the research on Concerned Concepts in
given domain.

Turney’s work [9] applied an unsupervised learning algorithm based on the mu-
tual information between phrases and the both words “excellent” and “poor”. The
mutual information was computed using statistics gathered by a search engine and
simple to be dealt with, which encourage further work with sentiment classification.

Pang et al [10] utilized several prior-knowledge-free supervised machine learning
methods in the sentiment classification task in the domain of movie review, and
they also analyzed the problem to understand better how difficult it is. They ex-
perimented with three standard algorithms: Naive Bayes, Maximum Entropy and
Support Vector Machines, then compared the results. Their work showed that, gen-
erally, these algorithms were not able to achieve accuracies on the sentiment
classification problem comparable to those reported for standard topic-based
categorization.
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3 Our Work

3.1 Basic Idea

As mentioned above, terms in a text vector are usually separated from the Concerned
Concepts (CC for short), which means no relations between these terms and CCs. To
avoid the coarse granularity of text vector to sentiment classification, the context of
each CC is researched on. We attempt to determine the semantic orientation of a free
text by evaluating context of CCs contained in sentences. Our work is based on the
two following hypothesizes:

¢ H;. A sentence holds its own sentiment context and it is the processing
unit for sentiment classification.

¢ H,. A sentence with obvious semantic orientation contains at least one
Concerned Concept.

H, allows us to research the classification task within sentences and H, means that a
sentence with the value of being learnt or evaluated should contain at least one de-
scribed CC. A sentence can be formed as:

: ey
word_,word_,, ,..word_,CC,word,..word,, ,word,

CC; (given as an example in this paper) is a noun or noun phrase occupying the po-
sition O in sentence that is automatically tagged with extended part of speech (EPOS

for short)(see section 3.2). A word and its tagged EPOS combine to make a 2-tuple,
and all these 2-tuples on both sides of CC;can form a sequence as follows:

word_, | word_,_,, | word  |CC,|word, | |word., |word, | 2)
epos_,, | epros_q,y epos_, epos, epos,_,, | epos,

All the words and corresponding EPOSes are divided into two parts: m 2-tuples on
the left side of CC; (from —m to -1) and n 2-tuples on the right (from 1 to n). These 2-
tuples construct the context of the Concerned Concept CC;.

The sentiment classifying knowledge (see sections 3.3 and 3.4) is the contribution
of all the 2-tuples to sentiment classification. That is to say, if a 2-tuple often co-
occurs with CC; in training corpus with positive view, it contributes more to positive
orientation than negative one. On the other hand, if the 2-tuple often co-occurs with
CC,; in training corpus with negative view, it contributes more to negative orientation.
This kind of knowledge can be acquired by statistic technology from corpus.

When judging a free text, the context of CC; met in a sentence is respectively com-
pared with the positive and negative sentiment classifying knowledge of the same CC;
trained from corpus. Thus, an evaluating function E (see section 3.5) is defined to
evaluate the semantic orientation of the free text.

3.2 Extended Part of Speech

Usual part of speech (POS) carries less sentiment information, so it cannot distinguish
the semantic orientation between positive and negative. For example, “hearty” and
“felonious” are both tagged as “adjective”, but for the sentiment classification, only
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the tag “adjective” cannot classify their sentiment. This means different adjective has
different effect on sentiment classification. So we try to extend words’ POS (EPOS)
according to its semantic orientation.

Generally speaking, empty words only have structural function without sentiment
meaning. Therefore, we just consider substantives in context, which mainly include
nouns/noun phrases, verbs, adjectives and adverbs. We give a subtler manner to de-
fine EPOS of substantives. Their EPOSes are classified to be positive orientation
(PosO) or negative orientation (NegO). Thus, “hearty” is labeled with “pos-adj”,
which means PosO of adjective; “felonious” is labeled with “neg-adje”, which means
NegO of adjective. Similarly, nouns, verbs and adverbs tagged with their EPOS con-
struct a new word list. In our work, 12,743 Chinese entries in machine readable dic-
tionary are extended by the following principles:

¢  To nouns, their PosO or NegO is labeled according to their semantic ori-
entation to the entities or events they denote (pos-n or neg-n).

¢ To adjectives, their common syntax structure is { Adj.+Noun*}. If adjec-
tives are favor of or oppose to their headwords (Noun*), they will be de-
fined as PosO or NegO (pos-adj or neg-adj).

¢ To adverbs, their common syntax structure is { Adv.+Verb*/Adj*.}, and
Verb*/Adj*. is headword. Their PosO or NegO are analyzed in the same
way of adjective (pos-adv or neg-adv).

¢  To transitive verb, their common syntax structure is {TVerb+Object*},
and Object* is headword. Their PosO or NegO are analyzed in the same
way of adjective (pos-tv or neg-tv).

¢ To intransitive verb, their common syntax structure is {Sub-
ject*+InTVerb}, and Subject* is headword. Their PosO or NegO are ana-
lyzed in the same way of adjective (pos-iv or neg-iv).

3.3 Sentiment Classifying Knowledge Framework

Sentiment classifying knowledge is defined as the importance of all 2-tuples <word,
epos> that compose the context of CC; (given as an example) to sentiment classifica-
tion and every Concerned Concept like CC; has its own positive and negative senti-
ment classifying knowledge that can be formalized as a 3-tuple K:

K :=(CC,8",5"*) . (3
To CC;, its SP” has concrete form that is described as a set of 5-tuples:
s :={(< word,,epos; >, wordvalé,eposvalé,aleﬂ,Otggh’)} . 4

Where S/ represents the positive sentiment classifying knowledge of CC;, and it is a
data set about all 2-tuples <word, epos> appearing in the sentences containing CC; in
training texts with positive view. In contrast, S;" is acquired from the training texts
with negative view. In other words, S7*° and S;"® respectively reserve the features for
positive and negative classification to CC; in corpus.

In terms of S/%, the importance of <word,,epos; >is divided into wordvalf and

eposval, (see section 4.1) which is estimated by modified triggered bi-grams to fit the
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long distance dependence. If <w0rd§,gp0s§>appears on the left side of CC;, the

“side” adjusting factor is af"f’; if it appears on the right, the “side” adjusting factor is
right

al
tional” adjusting information during processing a sentence in free text.

. We also define another factor g (see section 4.3) that denotes dynamic “posi-

3.4 Contribution of <word, epos>

If a <word, epos> often co-occurs with CC; in sentences in training corpus with posi-
tive view, which may means it contribute more to positive orientation than negative
one, and if it often co-occurs with CC; in negative corpus, it may contribute more to
negative orientation.

We modify the classical bi-grams language model to introduce long distance trig-
gered mechanism of CC, —< word,epos > Generally to describe, the contribution ¢ of

each 2-tuple in a positive or negative context (denoted by Pos_Neg) is calculated by
(5). This is an analyzing measure of using multi-feature resources.

c(<w0rd,epos>|Cq,Pos_Neg):zaﬂexp(Pr(<word,epos>ICC,P0s_Neg)) o, >0 - (@)

The value represents the contribution of <word, epos> to sentiment classification in
the sentence containing CC;. Obviously, when ¢ and g are fixed, the bigger

Pr(<word, epos>ICC;, Pos_Neg>) is, the bigger contribution ¢ of the 2-tuple <word,
epos> to the semantic orientation Pos_Neg (one of {positive, negative} view) is.
It has been mentioned that ¢ and g are adjusting factor to the sentiment contribu-

tion of pair <word, epos>. & rectifies the effect of the 2-tuple according to its ap-
pearance on which side of CC;, and g rectifies the effect of the 2-tuple according to
its distance from CC;. They embody the effect of “side” and “position”. Thus, it can

be inferred that even the same <word, epos> will contribute differently because of its
side and position.

3.5 Evaluation Function E

We propose a function E (equation (6)) to evaluate a free text by comparing the con-
text of every appearing CC with the two sorts of sentiment context of the same CC
trained from corpus respectively.

N
E=(1/N)Y(Sim(S,.S/")~ Sim(S,,5/“)) - ©)
i=1
N is the number of total Concerned Concepts in the free text, and i denotes certain
CC,. E is the semantic orientation of the whole text. Obviously, if E > 0, the text is to
be regarded as positive, otherwise, negative.
To clearly explain the function E, we just give the similarity between the context
of CC;(S; ) in free text and the positive sentiment context of the same CC;trained
from corpus. The function Sim is defined as follows:
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Sim(S,,8/") = [Hag’f’ B ]exp(z Pr(< word,,epos; > CC,, positive)] ] (7)
o &

+[H a;i“h’ﬁy’“”"]exp[z Pr(< word,,epos, > CC,, positive)}

y=1 y=1

[H o ﬁéq,,} exp{z Pr(< word, .epos, CCi,positive)j is the positive orientation of the left
&=

i

context of CC;, and (. . = . "
! Ha;’g’”ﬂ;‘g’” exp ZPr(< word,,,epos, >| CC,, positive)

7=1 y=1

j is the right one.

Equation (7) means that the sentiment contribution ¢ of each <word, epos> calculated
by (5) in the context of CC; within a sentence in free text, which is §;, construct the
overall semantic orientation of the sentence together. On the other hand, Sim(S,,8/)

can be thought about in the same way.

4 Parameter Estimation

4.1 Estimating Wordval and Eposval

In terms of CC,, its sentiment classifying knowledge is depicted by (3) and (4), and
the parameters wordval and eposval need to be leant from corpus. Every calculation
of Pr(<word, epos>ICC; Pos_Neg) is divided into two parts like (8) according to
statistic theory:

Pr(<word,, epos; > CC,, Pos _ Neg) =Pr(epos; | CC,, Pos _ Neg)xPr(word, | CC,, Pos _Neg, epos;) -(8)

eposval -=Pr(epos; 1CC,, Pos _Neg) and wordval =Pr(word. 1CC,, Pos _ Neg,epos;)-
The “eposval” is the probability of ¢pos appearing on both sides of the CC; and is

estimated by Maximum Likelihood Estimation (MLE). Thus,

#(epos,,CC;) +1 . 9)
D #(epos,CC,)+|EPOS|

epos

Pr(epos | CC,,Pos _Neg) =

The numerator in (9) is the co-occurring frequency between ¢pos and CC; within
3

sentence in training texts with Pos_Neg (certain one of {positive, negative}) view and
the denominator is the frequency of co-occurrence between all EPOSes appearing in
CC;’s context with Pos_Neg view.

The “wordval’is the conditional probability of word p given CC; and ¢pos  which

can also be estimated by MLE:

#(WOrd;,epOSé,CCi)+1 ) (10)
z #(WOrd,epOS;,CCi) +z 1

word word

Pr(wordf CC,,Pos _ Neg, eposg) =
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The numerator in (10) is the frequency of co-occurrence between < yord 2 €pos,>

and CC;, and the denominator is the frequency of co-occurrence between all possible
words corresponding to ¢pos appearing in CC; ’s context with Pos_Neg view.

For smoothing, we adopt add—one method in (9) and (10).

4.2 Estimating o

The a; is the adjusting factor representing the different effect of the < wordg,eposg >

to CC; in texts with Pos_Neg view according to the side it appears, which means dif-
ferent side has different contribution. So, it includes Q(?ﬂ and ag'g’" :

i #of <word,,epos; > appearing on the left side of CC, (11)
¢ #of <word ¢»epos; > appearing on both sides of CC,
g.gh, _ # of <word,,epos, > appearing on the right side of CC a2

#of <word,,epos; > appearing on both sides of CC,

4.3 Calculating g

f is positional adjusting factor, which means different position to some CC will be

assigned different weight. This is based on the linguistic hypothesis that the further a
word get away from a researched word, the looser their relation is. That is to say, g

ought to satisfy an inverse proportion relationship with position.
Unlike wordval, eposval and ¢ which are all private knowledge to some CC, g is

a dynamic positional factor which is independent of semantic orientation of training
texts and it is only depend on the position from CC. To the example CC;, g of

<word,,epos, >occupying the ," position on its left side is ﬂ/’ff’ , which can be de-

fined as:

ﬁleft — (1/2)|}1|71(2_(1/2)17171)71 ,Ll — _1 ~—m. (13)

"

B of <word,,epos, >0ccupying the p” position on the right side of CC; is ",
which can be defined as:

ﬁ;iﬁht :(1/2)1)71(2_(1/2)"*1)*1 v=1~n. (14)

5 Test and Conclusions

Our research topic is about “Racism” in Chinese texts. The training corpus is built up
from Chinese web pages and emails. As mentioned above, all these extracted texts in
corpus have obvious semantic orientations to racism: be favor of or oppose to. There are
1137 texts with positive view and 1085 texts with negative view. All the Chinese texts
are segmented and tagged with defined EPOS in advance. They are also marked posi-
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tive/negative for supervised learning. The two sorts of texts with different view are
respectively divided into 10 folds. 9 of them are trained and the left one is used for test.

For the special domain, there is no relative result that can be consulted. So, we com-
pare the new method with a traditional classification algorithm, i.e. the popular SVM
that uses bi-grams as features. Our experiment includes two parts: a part experiments on
the relatively “long” texts that contain more than 15 sentences and the other part ex-
periments on the “short” texts that contain less than 15 sentences. We choose “15” as
the threshold to distinguish long or short texts because it is the mathematic expectation
of “length” variable of text in our testing corpus. The recall, precision and F1-score are
listed in the following Experiment Result Table.

Table. Experiment Result

Texts with Positive View Texts with Negative View
(more than 15 sentences) (more than 15 sentences)
SVM Our Method SVM Our Method
Recall(%) 80.6 73.2 68.4 76.1
Precision(%) 74.1 75.3 75.6 73.8
F1-score(%) 77.2 74.2 71.82 74.9
Texts with Positive View Texts with Negative View
(less than 15 sentences) (less than 15 sentences)
SVM Our Method SVM Our Method
Recall(%) 62.1 63.0 62.1 69.5
Precision(%) 65.1 70.1 59.0 62.3
F1-score(%) 63.6 66.4 60.5 65.7

The experiment shows that our method is useful for sentiment classifica-
tion, especially for short texts. Seen from the table, when evaluating texts that have
more than 15 sentences, for enough features, SVM has better result, while ours is aver-
agely close to it. However, when evaluating the texts containing less than 15 sentences,
our method is obviously superior to SVM in either positive or negative view. That
means our method has more potential value to sentiment classification of short texts,
such as emails, short news, etc.

The better result owes to the fine description within sentences and introducing lin-

guistic knowledge to sentiment classification (such as EPOS, & and B ), which proved
the two hypothesizes may be reasonable. We use modified triggered bi-grams to de-
scribe the importance among features ({<word, epos>}) and Concerned Concepts, then
construct sentiment classifying knowledge rather than depend on statistic algorithm
only.

To sum up, we draw the following conclusions from our work:

¢ Introducing more linguistic knowledge is helpful for improving statistic
sentiment classification.
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Sentiment classification is a hard task, and it needs subtly describing capa-
bility of language model. Maybe the intensional logic of words will be help-
ful in this field in future.

Chinese is a language of concept combination and the usage of words is
more flexible than Indo-European language, which makes it more difficult
to acquire statistic information than English [10].

We assume an independent condition among sentences yet. We should in-
troduce a suitable mathematic model to group the close sentences.

Our experiment also shows that the algorithm will become weak when no CC ap-
pears in sentences, but this method is still deserved to explore further. In future, we
will integrate more linguistic knowledge and expand our method to a suitable sen-
tence group to improve its performance. Constructing a larger sentiment area may
balance the capability of our method between long and short text sentiment
classification.

Acknowledgement. This work is supported by NSFC Major Research Program
60496326: Basic Theory and Core Techniques of Non Canonical Knowledge and also
supported by National 863 Project (No. 2001AA114210-11).
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Abstract. This paper explores two linguistically motivated restrictions on the
set of words used for topic tracking on newspaper articles: named entities and
headline words. We assume that named entities is one of the linguistic features
for topic tracking, since both topic and event are related to a specific place and
time in a story. The basic idea to use headline words for the tracking task is that
headline is a compact representation of the original story, which helps people to
quickly understand the most important information contained in a story. Head-
line words are automatically generated using headline generation technique. The
method was tested on the Mainichi Shimbun Newspaper in Japanese, and the re-
sults of topic tracking show that the system works well even for a small number
of positive training data.

1 Introduction

With the exponential growth of information on the Internet, it is becoming increasingly
difficult to find and organize relevant materials. Tracking task, i.e. starts from a few
sample stories and finds all subsequent stories that discuss the target topic, is a new
line of research to attack the problem. One of the major problems in the tracking task
is how to make a clear distinction between a topic and an event in the story. Here, an
event refers to the subject of a story itself, i.e. a writer wants to express, in other words,
notions of who, what, where, when, why and how in the story. On the other hand,
a topic is some unique thing that occurs at a specific place and time associated with
some specific actions [1]. It becomes background among stories. Therefore, an event
drifts, but a topic does not. For example, in the stories of ‘Kobe Japan quake’ from the
TDT]1 corpus, the event includes early reports of damage, location and nature of quake,
rescue efforts, consequences of the quake, and on-site reports, while the topic is Kobe
Japan quake.

A wide range of statistical and machine learning techniques have been applied to
topic tracking, including k-Nearest Neighbor classification, Decision Tree induction [3],
relevance feedback method of IR [12,13], hierarchical and non-hierarchical clustering
algorithms [20], and a variety of Language Modeling [15,5,10,17]. The main task of
these techniques is to tune the parameters or the threshold for binary decisions to pro-
duce optimal results. In the TDT context, however, parameter tuning is a tricky issue
for tracking. Because only the small number of labeled positive stories is available for
training. Moreover, the well-known past experience from IR that notions of who, what,
where, when, why, and how may not make a great contribution to the topic tracking task
[1] causes this fact, i.e. a topic and an event are different from each other.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 10-21, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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This paper explores two linguistically motivated restrictions on the set of words used
for topic tracking on newspaper articles: named entities and headline words. A topic is
related to a specific place and time, and an event refers to notions of who(person),
where(place), when(time) including what, why and how in a story. Therefore, we can
assume that named entities is one of the linguistic features for topic tracking. Another
linguistic feature is a set of headline words. The basic idea to use headline words for topic
tracking is that headline is a compact representation of the original story, which helps
people to quickly understand the most important information contained in a story, and
therefore, it may include words to understand what the story is about, what is characteris-
tic of this story with respect to other stories, and hopefully include words related to both
topic and event in the story. A set of headline words is automatically generated. To do this,
we use a technique proposed by Banko [2]. It produces coherent summaries by building
statistical models for content selection and surface realization. Another purpose of this
work is to create Japanese corpus for topic tracking task. We used Mainichi Shimbun
Japanese Newspaper corpus from Oct. to Dec. of 1998 which corresponds to the TDT3
corpus. We annotated these articles against the 60 topics which are defined by the TDT3.

The rest of the paper is organized as follows. The next section provides an overview
of existing topic tracking techniques. We then describe a brief explanation of a headline
generation technique proposed by Banko et al. [2]. Next, we present our method for
topic tracking, and finally, we report some experiments using the Japanese newspaper
articles with a discussion of evaluation.

2 Related Work

The approach that relies mainly on corpus statistics is widely studied in the topic track-
ing task, and an increasing number of machine learning techniques have been applied
to the task. CMU proposed two methods: a k-Nearest Neighbor (§NN) classifier and a
Decision-Tree Induction (dtree) classifier [1,20,3]. Dragon Systems proposed two track-
ing systems; one is based on standard language modeling technique, i.e. unigram statis-
tics to measure story similarity [18] and another is based on a Beta-Binomial model
[10]. UMass viewed the tracking problem as an instance of on-line document classifica-
tion, i.e. it classifies documents into categories or classes [4,8,19,9,14]. They proposed a
method including query expansion with multi-word features and weight-learning steps
for building linear text classifiers for the tracking task [13]. These approaches, described
above, seem to be robust and have shown satisfactory performance in stories from dif-
ferent corpora, i.e. TDT1 and TDT2. However, Carbonell claims that something more is
needed if the system is intended for recognizing topic drift [3]. Yang et al. addressed the
issue of difference between early and later stories related to the target event in the TDT
tracking task. They adapted several machine learning techniques, including k-Nearest
Neighbor(kNN) algorithm and Rocchio approach [21]. Their method combines the out-
put of a diverse set of classifiers and tuning parameters for the combined system on a
retrospective corpus. The idea comes from the well-known practice in information re-
trieval and speech recognition of combining the output of a large number of systems
to yield a better result than the individual system’s output. They reported that the new
variants of kNN reduced up to 71% in weighted error rates on the TDT3-dryrun corpus.
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GE R&D proposed a method for topic tracking by using summarization technique,
i.e. using content compression rather than on corpus statistics to detect relevance and as-
sess topicality of the source material [16]. Their system operates by first creating a topic
tracking query out of the available training stories. Subsequently, it accepts incoming
stories, summarizes them topically, scores the summaries(passages) for content, then as-
sesses content relevance to the tracking query. They reported stories whose compressed
content summaries clear the empirically established threshold are classified as being
‘on topic’. Unlike most previous work on summarization which focused on extractive
summarization: selecting text spans - either complete sentences or paragraphs - from the
original story, this approach solves a problem for extractive summarization, i.e. in many
cases, the most important information in the story is scattered across multiple sentences.
However, their approach uses frequency-based term weighting. Therefore, it is not clear
if the method can identify the most important information contained in a story.

These methods, described above, show that it is crucial to develop a method for
extracting words related to both topic and event in a story. Like other approaches, our
method is based on corpus statistics. However, our method uses two linguistically mo-
tivated restrictions on the set of words: named entities and headline words. We assume
that named entities is one of the linguistic features for topic tracking, since both topic
and event are related to a specific place and time in a story. Another linguistic feature
is a set of headline words. The basic idea to use headline words is that headline is a
compact representation of the original story, and therefore, it may include words to un-
derstand what the story is about, and hopefully include words related to both topic and
event in the story.

3 Generating Headline

Banko et al. proposed an approach to summarization capable of generating summaries
shorter than a sentence. It produces by building statistical models for content selection
and surface realization. We used their method to extract headline words. Content selec-
tion requires that the system learns a model of the relationship between the appearance of
words in a story and the appearance of corresponding words in the headline. The proba-
bility of a candidate headline, H, consisting of words (wy,ws,- - -,wy, ), can be computed:
n
Pwy, -, wy) = HP(wl € H|w; € D)-P(len(H) =n)

i=1
n

'HP(wle,"',wi—l) (1)

=2

In formula (1), the first term denotes the words selected for the headline, and can be
computed:

P(wZ€D|w1€H)P(wZ€H)

P(wi€H|wi€D): P(’UJED)

@)

where H and D represent the bags of words that the headline and the story contain.
Formula (2) shows the conditional probability of a word occurring in the headline given
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that the word appeared in the story. It has been estimated from a suitable story/headline
corpus. The second term in formula (1) shows the length of the resulting headline, and can
also be learned from the source story. The third term shows the most likely sequencing
of the words in the content set. Banko et al. assumed that the likelihood of a word in the
story is independent of other words in the headline. Surface realization is to estimate the
probability of any particular surface ordering as a headline candidate. It can be computed
by modeling the probability of word sequences. Banko et al. used a bigram language
model. When they estimate probabilities for sequences that have not been seen in the
training data, they used back-off weights [6].

Headline generation can be obtained as a weighted combination of the content and
structure model log probabilities which is shown in formula (3).

arg maz g (o - Z log(P(w; € H | w; € D)) + f3-log(P(len(H) = n)) +

v Y log(P(w; | wi-1))) (3)
=2

To generate a headline, it is necessary to find a sequence of words that maximizes the
probability, under the content selection and surface realization models, that it was gen-
erated from the story to be summarized. In formula (3), cross-validation is used to learn
weights, «, 3 and -y for a particular story genre.

4 Extracting Linguistic Features and Tracking

We explore two linguistically motivated restrictions on the set of words used for tracking:
named entities and headline words.

4.1 Extracting Named Entities and Generating Headline Words

For identifying named entities, we use CaboCha [7] for Japanese Mainichi Shimbun
corpus, and extracted Person Name, Organization, Place, and Proper Name.

Headline generation can be obtained as a weighted combination of the content and
structure model log probabilities shown in formula (3). The system was trained on the 3
months Mainichi Shimbun articles((27,133 articles from Jan. to Mar. 1999) for Japanese
corpus. We estimate v, 3 and -y in formula (3) using 5 cross-validation'. Fig. 1 illustrates
sample output using Mainichi Shimbun corpus. Numbers to the right are log probabilities
of the word sequence.

4.2 Tracking by Hierarchical Classification

In the TDT tracking task, the number of labeled positive training stories is small (at most
16 stories) compared to the negative training stories. Therefore, the choice of good neg-
ative stories from a large number of training data is an important issue to detect subject
shifts for a binary classifier such as a machine learning technique, Support Vector Ma-
chines(SVMs) [22]. We apply hierarchical classification technique to the training data.

! In the experiment, we set «, 3, 7y to 1.0, 1.0, 0.8, respectively.
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<Headline> /3% A & > (Pakistan) 4 ¥ I — )VRIEEMH (Kashimir issue)

8 3 %—F ¢ {h#H (third party mediation) £ 2% (meeting) </Headline>
A AT N= R NE2F i3 2 @RLIWIZ lEA > R0 TGEEEW 2D, Tabb
NERZ EH 3 EOMEKEIT L TA Y REAFTRAY VTR ELBEOBFICHT S
HY I - VRIS L CRET S &M
(ISLAMABAD, Pakistan, Less than two weeks ahead of fresh talks with its uneasy neighbor
India, Pakistan pressed on Saturday for international mediation in the thorny Kashmir issue, the
flashpoint of two previous wars between the two countries...)
[Generated title words]
2: 713 —)V (Kashimir) [ (issue) -6.83
3: 8 3 (third) /S—F o (party) f#X (mediation) -11.97
4: 51X —)V (Kashimir) £ > K (India) Islamabad F&B¥ (resume) -23.84
5: #1323 — )V (Kashimir) A > K (India) 5B (resume) A A< /N— K (Islamabad) %
X —)V (Kashimir) -33.36
6: 71> X — )V (Kashimir) - > N (India) B (resume) A A F</3— K (Islamabad) % ¥
X —)V (Kashimir) 4 2 Z A (Muslim) -38.32

Fig. 1. Simple story with original headline and generated output

(o oNe]
OOCeee
cCe oo

-/ +
‘ Bottom cluster
_/@ v/

¥ X © Negtive training story
® Positive training story
Fig. 2. Graphical representation of hierarchical classification

A hierarchical decomposition of a classification problem can be used to set the negative
set for discriminative training. We use partitioning clustering algorithm, k-means (k = 2)
which partitions a training data into clusters where similar stories are found in the same
cluster and separated from dissimilar stories. Fig. 2 illustrates hierarchical classification
of training data with k-means. Each level in Fig. 2 denotes the result obtained by a simple
k-means (k=2) algorithm, and consists of two clusters: one is a cluster which includes
positive and negative stories. Another is a cluster with only negative stories, each of these
are dissimilar with the positive stories. The algorithm involves iterating through the data
that the system is permitted to classify during each iteration. More specifically:

1. In the training data which includes all the initial positive training stories, select two
initial seeds g and s;, where g is a vector of the center of gravity on positive train-
ing stories, and §; is a vector of the negative training story which has the smallest
value(as measured by cosine similarity) between s; and g. The center of gravity g
is defined as:
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p p

1 1
g:(gla"'7gﬂ) = (pzslhapzszn) (4)

i=1 i=1

where s;; (1 < j < n) is the TF+IDF value of word j in the positive story s;.

2. Apply k-means (k=2) to the training data.

3. For the cluster which includes positive stories, iterate step 1 and 2 until positive
training stories are divided into two clusters?.

Tracking involves a training phase and a testing phase. During the training phase, we
employ the hierarchy which is shown in Fig. 2 by learning separate classifiers trained
by SVMs. ‘£1” in Fig. 2 denotes binary classification for stories at each level of the
hierarchy. Each test story is judged to be negative or positive by using these classifiers to
greedily select sub-branches until a leaf is reached. Once, the test story is judged to be
negative, tracking is terminated. When the test story is judged to be positive by using a
classifier of the bottom cluster, a cluster is divided into two: positive and negative stories.
For each training data in the bottom cluster and test stories, we extract named entities
and headline words. The result of training data is used to train SVMs and a classifier is
induced. Each test story which also consists of a set of words produced by named entities
and generating headline word procedures is judged to be negative or positive by using
the classifier. This procedure, tracking, is repeated until the last test story is judged.

S Experiments

5.1 Experiments Set Up

We chose the TDT3 corpus covering October 1, 1998 to December 31, 1998 as our gold
standard corpus for creating Japanese corpus. The TDT3 corpus, developed at LDC, is
a larger and richer collection, consisting of 34,600 stories with 60 manually identified
topics. The stories were collected from 2 newswire, 3 radio programs and 4 television
programs. We then create a Japanese corpus, i.e. we annotate Mainichi Shimbun Japanese
Newspaper stories from October 1, 1998 to December 31, 1998 against the 60 topics.
Not all the topics could have seen over the 3 months Japanese Newspaper stories. Table
1 shows 20 topics which are included in the Japanese Newspaper corpus.

‘Topic ID’ in Table 1 denotes ID number defined by the TDT3. The evaluation for
annotation is made by three humans. The classification is determined to be correct if the
majority of three human judges agrees. The Japanese corpus consists of 27,133 stories.
We used it in the experiment. We obtained a vocabulary of 52,065 unique words after
tagging by a morphological analysis, Chasen [11].

5.2 Basic Results

Table 2 summarizes the results using all words for each sequence that maximizes the
probability, i.e. 14 sequences in all. The results were obtained using the standard TDT

2 When the number of positive training stories(N;) is 1, iterate step 1 and 2 until the depth of
the tree in the hierarchy is identical to that of N;=2.



16 F. Fukumoto and Y. Yamaji

Table 1. Topic Name

Topic ID Topic name Topic ID Topic name
30001 Cambodian government coalition 30003 Pinochet trial
30006 NBA labor disputes 30014 Nigerian gas line fire
30017 North Korean food shortages 30018 Tony Blair visits China in Oct.
30022 Chinese dissidents sentenced 30030 Taipei Mayoral elections
30031 Shuttle Endeavour mission for space station 30033 Euro Introduced
30034 Indonesia-East Timor conflict 30038 Olympic bribery scandal
30042 PanAm lockerbie bombing trial 30047 Space station module Zarya launched
30048 IMEF bailout of Brazil 30049 North Korean nuclear facility?
30050 U.S. Mid-term elections 30053 Clinton’s Gaza trip
30055 D’Alema’s new Italian government 30057 India train derailment

Table 2. The results

Ni Prec. Rec. F Miss F/A N; Prec. Rec. F Miss F/A
1 .000 .000 .000 1.000 .0000 8 .858 .432 .575 .568 .0001
2 .846 .040 .077 .960 .0000 16 .788 .520 .626 .480 .0004
4 905 .142 245 .858 .0000 Avg. .679 .227 .305 .663 .0001

evaluation measure. ‘N;” denotes the number of positive training stories where N; takes
on values 1, 2, 4, 8 and 16. The test set is always the collection minus the N; = 16 sto-
ries. ‘Miss’ denotes Miss rate, which is the ratio of the stories that were judged as YES
but were not evaluated as YES for the run in question. ‘F/A’ shows false alarm rate,
which is the ratio of the stories judged as NO but were evaluated as YES. ‘Prec.’ is the
ratio of correct assignments by the system divided by the total number of system’s as-
signments. ‘F’(pooled avg) is a measure that balances recall(Rec.) and precision, where
recall denotes the ratio of correct assignments by the system divided by the total number
of correct assignments. We recall that a generated headline is a sequence of words that
maximizes the probability. We set the maximum number of word sequence by calcu-
lating the average number of the original titles, and obtained the number of 15 words.
The minimum number of words in a sequence is two. Fig. 3 illustrates the extracted
headline for each sequence. Box in Fig. 3 shows a word, and ‘arg max P(x)’ denotes
the maximum probability of a candidate headline. For example, the extracted sequence

arg max P(x) The extracted sequences
2words{gg }g \DD
o 113
3words{DEI]D o 00
OO0 - O 14 OO ----- OJ
n words { O00 oo 0 2 /

Fig. 3. The extracted headline for each sequence
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of two words is the sequence whose maximum probability is é Table 2 shows that our
method is more likely to be effective for higher values of /V;, while F-score was 0 when
N t = 1

5.3 Title Words

Our approach using the headline generation is to find a sequence of words that maxi-
mizes the probability. It can be produced for an arbitrary number of words. We recall
that Table 2 shows the result using each sequence that maximizes the probability. How-
ever, when NV, = 1, the result was not good, as the F-score was zero. We thus conducted
the following two experiments to examine the effect of the number of words in a se-
quence: (1) the tracking task using all words, each of which is the element of only one
sequence that maximizes the probability(Fig. 4) and (2) the tracking using various num-
ber of word sequences(Fig. 5). In (2), we tested different number of words in a sequence,
and we chose six words that optimized the global F-score. The results are shown in Tables
3 and 4.

arg max P(x)

o 12
2 words { 00 13 The extracted sequence
Ood 13 oog ---- O
3 words { ] E.] ] 1/4
000 O 14
Eht i o o O o R

Fig. 4. The extracted headline for maximizing the probability

arg max P(x)
1/

zwurds{%% 1/§ T
3w0rd>{%%% T OO
e e e RO =
sworas f 525 1i: g9 14—
e s e = 1 — B e =
nwol‘ds{:I:I:' _____ —_ 1/4 1

The extracted sequences

6 words [ 2/3

Fig. 5. The extracted headline for various sequences

Table 3 shows the tracking result using only one sequence of words that maximizes
the probability, and Table 4 shows the result of six words. In Table 3, the average number
of words which maximizes the probability for all the training data is 4.4, and the result
is similar to that of Table 4. We can see from both Tables 3 and 4 that when the number
of words in a sequence is small, the result has no effect with the number of positive
training data, since the range of F-score in Table 3 is 0.415 ~ 0.478, and that in Table 4
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Table 3. The result using title words with high probabilities

N¢ Prec. Rec. F Miss F/A° N; Prec. Rec. F Miss F/A
1 .466 .375 415 .626 .0005 8 .702 .372 .487 .628 .0003
2 .591 .402 478 .599 .0003 16 .604 .393 .476 .607 .0007
4 .674 .340 .452 .660 .0003 Avg. .607 .376 .462 .624 .0004

Table 4. The result using 3 title words

N; Prec. Rec. F Miss F/A° N; Prec. Rec. F Miss F/A
1 .608 .378 .465 .622 .0003 8 .687 .334 .453 .662 .0003
2 .652 .365 .466 .635 .0002 16 .734 .397 .516 .603 .0004
4 709 .336 .456 .664 .0002 Avg. .678 .362 .471 .637 .0003

15 0.453 ~ 0.516. On the other hand, as we can see from Table 2, when the number of title
words is large, the smaller the number of positive training data is, the worse the result is.
To summarize the evaluation, the best result is when we use a sequence which consists
of a small number of words, six words.

5.4 Named Entities

We assume that named entities is effective for topic tracking, since both topic and event
are related to a specific place and time in a story. We conducted an experiment using
various types of named entities. The results are shown in Table 5.

Table 5 shows the tracking result using six words which is the output of the headline
generation with some named entities. In Table 5, ‘Org’, ‘Per’, ‘Loc’, ‘Proper’ denotes
organization, person, location, and proper name, respectively. ‘None’ denotes the base-
line, i.e. we use only the output of the headline generation, six words. Table 5 shows
that the best result was when we use ‘Org’, ‘Person’, and ‘Proper’ with N; = 16, and the
F-score is 0.717. When NV, is larger than § positive training stories, the method which
uses six title words with named entities consistently outperforms the baseline. When N

Table 5. Combination of Named Entities

Named entities N; [F-measure] Avg. Named entities N; [F-measure] Avg.

1 2 4 8 16 1 2 4 8 16
Org Per Loc Proper .138 .302 .377 .589 .673 .416 Per Loc  .237 .379 .453 .565 .647 .456
Org Per Loc .138 .307 .391 .586 .668 .418  Per Proper .437 .474 .542 .580 .671 .541
Org Per Loc .118 .187 .296 .590 .717 .382 Loc Proper .440 .461 .496 .647 .633 .535

Org Loc Proper .159 .342 .350 .607 .667 .471 Org .143 .205 .270 .561 .606 .357
Per Loc Proper .239 .397 .458 .574 .652 .464 Per 498 .497 517 .543 .629 .537
Org Per 112 .178 .288 .579 .704 .372 Loc 439 .459 485 561 .612 511
Org Loc .165 .350 .342 .594 .657 422 Proper .486 .473 470 .453 .557 .488

Org Proper 143 .229 235 .548 .638 .359 None 465 466 .456 .453 516 471
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Table 6. The result with v.s. without hierarchical classification

With hierarchy Without hierarchy
N¢ Prec. Rec. F Miss F/A N; Prec. Rec. F Miss F/A
1 .695 422 525 .578 .0002 1 .669 .396 .498 .604 .0002
2 707 475 .568 .526 .0002 2 .671 .394 .497 .606 .0002
4 835 414 .554 586 .0001 4 747 .396 .517 .605 .0002
8 .823 .523 .639 .477 .0002 8 .709 .440 .543 .560 .0003
16 .819 .573 .674 428 .0003 16 .818 .511 .629 .489 .0003

Avg. 776 481 .592 .519 .0001 Avg. .723 .427 .537 .573 .0002

Table 7. The result with a hierarchy was worse than that of without a hierarchy

With hierarchy Without hierarchy

Topic N¢ F/A Prec. F F/A Prec. F

Pinochet trial 16 .0003 .828 .870 .0002 .837 .875
Taipei Mayoral elections 4.0004 .333 .400 .0002 1.000 .667
Taipei Mayoral elections 8 .0003 .333 .500 .0002 1.000 .667

North Korean food shortages 16 .0002 .700 .298 .0001 .700 .304

is smaller than 4 positive training stories, the result was improved when we add ‘Per’
and ‘Proper’ to the baseline. This indicates that these two named entities are especially
effective for topic tracking.

5.5 Hierarchical Classification

We recall that we used partitioning clustering algorithm, k-means (k = 2) to balance the
amount of positive and negative training stories used per estimate. To examine the effect
of hierarchical classification using k-means, we compare the result with and without a
hierarchy. Table 6 shows the results using the same data, i.e. we use the output of headline
generation, six words, and named entities, Person name, and Proper name.

Overall, the result of ‘with hierarchy’ was better than that of ‘without hierarchy’ in
all N; values. On the other hand, there are four topics//V; patterns whose results with
hierarchical classification were worse than those of without a hierarchy. Table 7 shows
the result. The F/A for all results with a hierarchy were lower than those without a hierar-
chy. One reason behind this lies iteration of a hierarchical classification, i.e. our algorithm
involves iterating through the data that the system is permitted to classify during each
iteration. As a result, there are a few negative training data in the bottom cluster, and the
test stories were judged as NO but were evaluated as YES. We need to explore a method
for determining the depth of the tree in the hierarchical classification, and this is a rich
space for further investigation.

5.6 Comparative Experiments

The contribution of two linguistically motivated restrictions on the set of words is best
explained by looking at other features. We thus compared our method with two baselines:
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Table 8. Comparative experiment

Method Prec. Rec. F Miss F/A Method Prec. Rec. F Miss F/A
Stories .875 .026 .057 .974 .0000 Headlines and NE .835 .414 .554 .586 .0001
Original headlines .911 .190 .315 .810 .0000

Table 9. NV, and F-measure

Method N; Method N;
1 24 8 16 1 24 8 16
Stories 5% -5% - +45% +61% Headlines and NE -2% -2% - +2% +11%
Original headlines -26% -16% - +22% +34%

(1) all words in the stories as features, and (2) the original headlines in the stories as
features>. Table 8 shows each result, when NN, = 4. ‘Stories’ shows the result using all
words in the stories and ‘Original headlines’ shows the result using the original headlines
in the stories. ‘Headlines and NE’ denotes the best result obtained by our method, i.e. the
output of headline generation, six words, and named entities, Person and Proper name.
Table 8 shows that our method outperformed the other two methods, especially attained
a better balance between recall and precision. Table 9 illustrates changes in pooled F1
measure as [V; varies, with N; = 4 as the baseline. Table 9 shows that our method is the
most stable all V, training instances before /V; = 16, especially our method is effective
even for a small number of positive training instances for per-source training: it learns a
good topic representation and gains almost nothing in effectiveness beyond /V; = 16.

6 Conclusion

We have reported an approach for topic tracking on newspaper articles based on the two
linguistic features, named entities and headlines. The result was 0.776 average precision
and 0.481 recall, especially our method is effective even for a small number of positive
training instances for per-source training in the tracking task. Future work includes (i)
optimal decision of seed points for k-means clustering algorithm, (ii) exploring a method
to determine the depth of the tree in the hierarchical classification, and (iii) applying the
method to the TDT3 corpus.
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Abstract. For cross-language text retrieval systems that rely on bilingual dic-
tionaries for bridging the language gap between the source query language and
the target document language, good bilingual dictionary coverage is imperative.
For terms with missing translations, most systems employ some approaches for
expanding the existing translation dictionaries. In this paper, instead of lexicon
expansion, we explore whether using the context of the unknown terms can help
mitigate the loss of meaning due to missing translation. Our approaches consist
of two steps: (1) to identify terms that are closely associated with the unknown
source language terms as context vectors and (2) to use the translations of the
associated terms in the context vectors as the surrogate translations of the un-
known terms. We describe a query-independent version and a query-dependent
version using such monolingual context vectors. These methods are evaluated
in Japanese-to-English retrieval using the NTCIR-3 topics and data sets. Em-
pirical results show that both methods improved CLIR performance for short
and medium-length queries and that the query-dependent context vectors per-
formed better than the query-independent versions.

1 Introduction

For cross-language text retrieval systems that rely on bilingual dictionaries for bridg-
ing the language gap between the source query language and the target document
language, good bilingual dictionary coverage is imperative [8,9]. Yet, translations for
proper names and special terminology are often missing in available dictionaries.
Various methods have been proposed for finding translations of names and terminol-
ogy through transliteration [5,11,13,14,16,18,20] and corpus mining [6,7,12,15,22].
In this paper, instead of attempting to find the candidate translations of terms without
translations to expand existing translation dictionaries, we explore to what extent
simply using text context can help mitigate the missing translation problem and for
what kinds of queries. The context-oriented approaches include (1) identifying words
that are closely associated with the unknown source language terms as context vectors
and (2) using the translations of the associated words in the context vectors as the
surrogate translations of the unknown words. We describe a query-independent

R. Dale et al. (Eds.): JCNLP 2005, LNAI 3651, pp. 22-33, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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version and a query-dependent version using such context vectors. We evaluate these
methods in Japanese-to-English retrieval using the NTCIR-3 topics and data sets. In
particular, we explore the following questions:

e Can translations obtained from context vectors help CLIR performance?
e Are query-dependent context vectors more effective than query-independent
context vectors for CLIR?

In the balance of this paper, we first describe related work in Section 2. The methods
of obtaining translations through context vectors are presented in Section 3. The CLIR
evaluation system and evaluation results are presented in Section 4 and Section 5, re-
spectively. We summarize the paper in Section 6.

2 Related Work

In dictionary-based CLIR applications, approaches for dealing with terms with missing
translations can be classified into three major categories. The first is a do-nothing ap-
proach by simply ignoring the terms with missing translations. The second category
includes attempts to generate candidate translations for a subset of unknown terms, such
as names and technical terminology, through phonetic translation between different
languages (i.e., transliteration) [5,11,13,14,16,18,20]. Such methods generally yield
translation pairs with reasonably good accuracy reaching about 70% [18]. Empirical
results have shown that the expanded lexicons can significantly improve CLIR system
performance [5,16,20]. The third category includes approaches for expanding existing
bilingual dictionaries by exploring multilingual or bilingual corpora. For example, the
“mix-lingual” feature of the Web has been exploited for locating translation pairs by
searching for the presence of both Chinese and English text in a text window [22]. In
work focused on constructing bilingual dictionaries for machine translation, automatic
translation lexicons are compiled using either clean aligned parallel corpora [12,15] or
non-parallel comparable corpora [6,7]. In work with non-parallel corpora, contexts of
source language terms and target language terms and a seed translation lexicon are
combined to measure the association between the source language terms and potential
translation candidates in the target language. The techniques with non-parallel corpora
save the expense of constructing large-scale parallel corpora with the tradeoff of lower
accuracy, e.g., about 30% accuracy for the top-one candidate [6,7]. To our knowledge,
the usefulness of such lexicons in CLIR systems has not been evaluated.

While missing translations have been addressed in dictionary-based CLIR systems,
most of the approaches mentioned above attempt to resolve the problem through dic-
tionary expansion. In this paper, we explore non-lexical approaches and their effective-
ness on mitigating the problem of missing translations. Without additional lexicon
expansion, and keeping the unknown terms in the source language query, we extract
context vectors for these unknown terms and obtain their translations as the surrogate
translations for the original query terms. This is motivated by the pre-translation feed-
back techniques proposed by several previous studies [1,2]. Pre-translation feedback
has been shown to be effective for resolving translation ambiguity, but its effect on
recovering the lost meaning due to missing translations has not been empirically evalu-
ated. Our work provides the first empirical results for such an evaluation.
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3 Translation via Context Vectors

3.1 Query-Independent Context Vectors

For a source language term ¢, we define the context vector of term ¢ as:
C,=(t,,t,,t;,1,,....1;)

where terms f; to f; are source language terms that are associated with term ¢ within

a certain text window in some source language corpus. In this report, the associated
terms are terms that co-occur with term ¢ above a pre-determined cutoff threshold.

Target language translations of term ¢ are derived from the translation of the known
source language terms in the above context vectors:

trans(t) = <trans(t;), trans(ty), ..., trans(t,)>

Selection of the source language context terms for the unknown term above is only
based on the association statistics in an independent source language corpus. It does
not consider other terms in the query as context; thus, it is query independent. Using
the Japanese-to-English pair as an example, the steps are as follows:

1. For a Japanese term ¢ that is unknown to the bilingual dictionary, extract
concordances of term ¢ within a window of P bytes (we used P=200 bytes
or 100 Japanese characters) in a Japanese reference corpus.

2. Segment the extracted Japanese concordances into terms, removing stop-
words.

3. Select the top N (e.g., N=5) most frequent terms from the concordances to
form the context vector for the unknown term .

4. Translate these selected concordance terms in the context vector into Eng-
lish to form the pseudo-translations of the unknown term ¢.

Note that, in the translation step (Step 4) of the above procedure, the source lan-
guage association statistics for selecting the top context terms and frequencies of their
translations are not used for ranking or filtering any translations. Rather, we rely on
the Cross Language Information Retrieval system’s disambiguation function to select
the best translations in context of the target language documents [19].

3.2 Query-Dependent Context Vectors

When query context is considered for constructing context vectors and pseudo-
translations, the concordances containing the unknown terms are re-ranked based on
the similarity scores between the window concordances and the vector of the known
terms in the query. Each window around the unknown term is treated as a document,
and the known query terms are used. This is based on the assumption that the top
ranked concordances are likely to be more similar to the query; subsequently, the
context terms in the context vectors provide better context for the unknown term.
Again, using the Japanese-English pair as an example, the steps are as follows:
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1. For a Japanese term ¢ unknown to the bilingual dictionary, extract a window of
text of P bytes (we used P=200 bytes or 100 Japanese characters) around
every occurrence of term ¢ in a Japanese reference corpus.

2. Segment the Japanese text in each window into terms and remove stopwords.

3. Re-rank the window based on similarity scores between the terms found in the
window and the vector of the known query terms.

4. Obtain the top N (e.g., N=5) most frequently occurring terms from the top M
(e.g., M=100) ranking windows to form the Japanese context vector for the
unknown term #.

5. Translate each term in the Japanese context vector into English to form the
pseudo-translations of the unknown term .

The similarity scores are based on Dot Product.

The main difference between the two versions of context vectors is whether the
other known terms in the query are used for ranking the window concordances.
Presumably, the other query terms provide a context-sensitive interpretation of the
unknown terms. When M is extremely large, however, the query-dependent version
should approach the performance of the query-independent version.

We illustrate both versions of the context vectors with topic 23
(BRPRIEEOR T 2T EIK “President Kim Dae-Jung's policy toward Asia”)
from NTCIR-3:

First, the topic is segmented into terms, with the stop words removed:

ek RFtHE: 7UT ;5 BOR

Then, the terms are categorized as “known” vs. “unknown” based on the bilingual
dictionary:

Unknown:
Query23: &K
Known:

Query23: KHEHE
Query23: 7 VT
Query23: B

Next, concordance windows containing the unknown term 4 K" are extracted:

BEEERER~8EHA  BEOEKT - REIIGHE, BREER SRR
[V 9131 HREGE] @EOSRT (FL7V2) REIKRFEHELLS
[V o3 1 BREGE] @EOeRT (L7 PV a) REIKFEIT

BHER] OZFLLERICRE L&KM - EIRMEH=AP

Next, the text in each window is segmented by a morphological processor into
terms with stopwords removed [21].

In the query-independent version, we simply select the top 5 most frequently oc-
curring terms in the concordance windows. The top 5 source language context terms

for 4 K are:
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3527:4

3399 K

3035 KL iE
2658 : B [E
901:F LF Va2 !

Then, the translations of the above context terms are obtained from the bilingual

dictionary to provide pseudo-translations for the unknown term 4K, with the
relevant translations in italics:

LRF = 4 = gold

&ERKH = & = metal

& KH = 4 = money

SRP =KP = o

LR = K#E5H = chief executive

&R = R¥H = president
&RH = KHHE = presidential
LRk = #[E = korea

BRF =X LFVar Do

With the query-dependent version, the segmented concordances are ranked by

comparing the similarity between the concordance vector and the known term vector.
Then we take the 100 top ranking concordances and, from this smaller set, select the
top 5 most frequently occurring terms. This time, the top 5 context terms are:

1391: KenE
1382: 4

1335: KH
1045 : 8 [E]

379 F LTV o

In this example, the context vectors from both versions are the same, even though

the terms are ranked in different orders. The pseudo-translations from the context
vectors are:

L&RKF = KEHE = chief executive

&R = R¥H = president
ARKF = K¥ifH = presidential

&K = & = gold
&R = & = metal
&R = 4 = money
gRF =kt = o

E&RT = #E = korea
ERF =X LTV S e

' Romanization of the katakana name % .5 3 =~ could produce a correct transliteration of
the name in English, which is not addressed in this paper. Our methods for name translitera-
tion can be found in [18,20].
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4 CLIR System

We evaluate the usefulness of the above two methods for obtaining missing transla-
tions in our Japanese-to-English retrieval system. Each query term missing from our
bilingual dictionary is provided with pseudo-translations using one of the methods.
The CLIR system involves the following steps:

First, a Japanese query is parsed into terms® with a statistical part of speech tagger
and NLP module [21]. Stopwords are removed from query terms. Then query terms
are split into a list of known terms, i.e., those that have translations from bilingual
dictionaries, and a list of unknown terms, i.e., those that do not have translations from
bilingual dictionaries. Without using context vectors for unknown terms, translations
of the known terms are looked up in the bilingual dictionaries and our disambiguation
module selects the best translation for each term based on coherence measures be-
tween translations [19].

The dictionaries we used for Japanese to English translation are based on edict’,
which we expanded by adding translations of missing English terms from a core Eng-
lish lexicon by looking them up using BabelFish®. Our final dictionary has a total of
210,433 entries. The English corpus used for disambiguating translations is about
703 MB of English text from NTCIR-4 CLIR track®. For our source language corpus,
we used the Japanese text from NTCIR-3.

When context vectors are used to provide translations for terms missing from our dic-
tionary, first, the context vectors for the unknown terms are constructed as described
above. Then the same bilingual lexicon is used for translating the context vectors to
create a set of pseudo-translations for the unknown term ¢. We keep all the pseudo-
translations as surrogate translations of the unknown terms, just as if they really were
the translations we found for the unknown terms in our bilingual dictionary.

We use a corpus-based translation disambiguation method for selecting the best
English translations for a Japanese query word. We compute coherence scores of
translated sequences created by obtaining all possible combinations of the translations
in a source sequence of n query words (e.g., overlapping 3-term windows in our ex-
periments). The coherence score is based on the mutual information score for each
pair of translations in the sequence. Then we take the sum of the mutual information
scores of all translation pairs as the score of the sequence. Translations with the high-
est coherence scores are selected as best translations. More details on translation
disambiguation can be found in [19].

Once the best translations are selected, indexing and retrieval of documents in the
target language is based on CLARIT [4]. For this work, we use the dot product func-
tion for computing similarities between a query and a document:

> In these experiments, we do not include multiple-word expression such as ¥¢F3058 (war
crime) as terms, because translation of most compositional multiple-word expressions can be
generally constructed from translations of component words (8;4* and 3(5&) and our empiri-
cal evaluation has not shown significant advantages of a separate model of phrase translation.

* http://www.csse.monash.edu.au/~jwb/j_edict.html

* http://world.altavista.com/

* http://research.nii.ac.jp/ntcir/ntcir-ws4/clir/index.html
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sim(P,D)= Y W,(t)eW, (1) - (1)

tePND

where Wp(t) is the weight associated with the query term ¢ and Wp(t) is the weight
associated with the term ¢ in the document D. The two weights are computed as
follows:

W, (t)=TF,(t) IDF (1) . ©)

W,o()=C(t)eTF ,(t)e IDF (t) . 3)

where IDF and TF are standard inverse document frequency and term frequency sta-
tistics, respectively. IDF(t) is computed with the target corpus for retrieval. The
coefficient C(t) is an “importance coefficient”, which can be modified either manually
by the user or automatically by the system (e.g., updated during feedback).

For query expansion through (pseudo-) relevance feedback, we use pseudo-
relevance feedback based on high-scoring sub-documents to augment the queries.
That is, after retrieving some sub-documents for a given topic from the target corpus,
we take a set of top ranked sub-documents, regarding them as relevant sub-documents
to the query, and extract terms from these sub-documents. We use a modified Roc-
chio formula for extracting and ranking terms for expansion:

> TIF D )
Rocchio(t) = IDF (1)x PeDocSet "~ )
NumDoc
where IDF(t) is the Inverse Document Frequency of term ¢ in reference database,
NumDoc the number of sub-documents in the given set of sub-documents, and TFp(t)
the term frequency score for term ¢ in sub-document D.
Once terms for expansion are extracted and ranked, they are combined with the
original terms in the query to form an expanded query.

=k +
0 XQ+Q 5

new

in which Q,0, Qorigs Qexp stand for the new expanded query, the original query, and
terms extracted for expansion, respectively. In the experiments reported in Section 5,
we assign a constant weight to all expansion terms (e.g., 0.5)

5 Experiments

5.1 Experiment Setup

For evaluation, we used NTCIR-3 Japanese topics’. Of the 32 topics that have rele-
vance judgments, our system identifies unknown terms as terms not present in our
expanded Japanese-to-English dictionary described above. The evaluation of the

® http://research.nii.ac.jp/ntcir/workshop/OnlineProceedings3/index.html
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effect of using context vectors is based only on the limited number of topics that con-
tain these unknown terms. The target corpus is the NTCIR-3 English corpus, which
contains 22,927 documents. The statistics about the unknown terms for short (i.e., the
title field only), medium (i.e., the description field only), and long (i.e., the descrip-
tion and the narrative fields) queries are summarized below. The total number of
unknown terms that we treated with context vectors was 83 (i.e., 6+15+62).

Short Medium Long
No. of topics containing unknown terms 5’ 14 24°
Avg No. of terms in topics (total) 3.2 (16) 5.4 (75) 36.2 (86.9)
Avg. No. of unknown terms (total) 1 (6) 1.1(15) | 2.6 (62)

For evaluation, we used the mean average precision and recall for the top 1000
documents and also precision@30, as defined in TREC retrieval evaluations.

We compare three types of runs, both with and without post-translation pseudo-
relevance feedback.

o  Runs without context vectors (baselines)
e Runs with query-dependent context vectors
e Runs with query-independent context vectors

5.2 Empirical Observations

Tables 1-4 present the performance statistics for the above runs. For the runs with
translation disambiguation (Tables 1-2), using context vectors improved overall re-
call, average precision, and precision at 30 documents for short queries. Context
vectors moderately improved recall, average precision (except for the query inde-
pendent version), and precision at 30 documents for medium length queries.

For the long queries, we do not observe any advantages of using either query-
dependent or query-independent versions of the context vectors. This is probably
because the other known terms in long queries provide adequate context for recover-
ing the loss of missing translation of the unknown terms. Adding candidate transla-
tions from context vectors only makes the query more ambiguous and inexact.

When all translations were kept (Tables 3-4), i.e., when no translation disambigua-
tion was performed, we only see overall improvement in recall for short and medium-
length queries. We do not see any advantage of using context vectors for improving
average precision or precision at 30 documents. For longer queries, the performance
statistics were overall worse than the baseline. As pointed out in [10], when all trans-
lations are kept without proper weighting of the translations, some terms get more
favorable treatment than other terms simply because they contain more translations.
So, in models where all translations are kept, proper weighting schemes should be
developed, e.g., as suggested in related research [17].

! Topics 4, 23, 26, 27, 33.

* Topics 4, 5,7, 13, 14, 20, 23, 26, 27, 28, 29, 31, 33, 38.

’ Topics 2,4,5,7,9, 13, 14, 18, 19, 20, 21, 23, 24, 26, 27, 28, 29, 31, 33, 37, 38, 42, 43, 50.
' The average number of unique unknown terms is 1.4.
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Table 1. Performance statistics for short, medium, and long queries. Translations were disam-
biguated; no feedback was used. Percentages show change over the baseline runs.

Table 2. Performance statistics for short, medium, and long queries.

No Feedback | Recall | Avg Precision | Prec@30
Short

Baseline 28/112 0.1181 0.05
With context vectors 43/112 0.1295 0.0667
(query independent) (+53.6%) (+9.7%) (+33.4%)
With context vectors 43/112 0.1573 0.0667
(query dependent) (+53.6%) (+33.2%) (+33.4)
Medium

Baseline 113/248 0.1753 0.1231
With context vectors 114/248 0.1588 0.1256
(query independent) (+0.9%) (-9.5%) (+2.0%)
With context vectors 115/248 0.1838 0.1282
(query dependent) (+1.8%) (+4.8%) (+4.1%)
Long

Baseline 305/598 0.1901 0.1264
With context vectors 308/598 0.1964 0.1125
(query independent) (+1.0%) (+3.3%) (-11.0%)
With context vectors 298/598 0.1883 0.1139
(query dependent) (-2.3%) (-0.9%) (-9.9%)

Translations were

disambiguated; for pseudo-relevance feedback, the top 30 terms from top 20 subdocuments
were selected based on the Rocchio formula. Percentages show change over the baseline runs.

With Feedback Recall Avg. Precision Prec@30
Short

Baseline 15/112 0.1863 0.0417
With context vectors 40/112 0.1812 0.0417
(query independent) (+166.7%) (-2.7%) (+0.0%)
With context vectors 40/112 0.1942 0.0417
(query dependent) (+166.7%) (+4.2%) (+0.0%)
Medium

Baseline 139/248 0.286 0.1513
With context vectors 137 0.2942 0.1538
(query independent) (-1.4%) (+2.9%) (+1.7%)
With context vectors 141 0.3173 0.159
(query dependent) (+1.4%) (+10.9%) (+5.1%)
Long

Baseline 341/598 0.2575 0.1681
With context vectors 347/598 0.2598 0.1681
(query independent) (+1.8%) (+0.9%) (+0.0%)
With context vectors 340/598 0.2567 0.1639
(query dependent) (-0.3%) (-0.3%) (-2.5%)
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Table 3. Performance statistics for short, medium, and long queries. All translations were kept
for retrieval; pseudo-relevance feedback was not used. Percentages show change over the
baseline runs.

No Feedback Recall Avg. Precision Prec@30
Short
Baseline 33/112 0.1032 0.0417
With context vectors 57/112 0.0465 0.05
(query independent) (+72.7%) (-54.9%) (+19.9%)
With context vectors 41/112 0.1045 0.0417
(query dependent) (+24.2%) (-0.2%) (+0%)
Medium
Baseline 113/248 0.1838 0.0846
With context vectors 136/248 0.1616 0.0769
(query independent) (+20.4%) (-12.1%) (-9.1%)
With context vectors 122/248 0.2013 0.0769
(query dependent) (+8.0%) (+9.5%) (-9.1%)
Long
Baseline 283 0.1779 0.0944
With context vectors 295/598 0.163 0.0917
(query independent) (+4.2%) (-8.4%) (-2.9%)
With context vectors 278/598 0.1566 0.0931
(query dependent) (-1.8%) (-12.0%) (-1.4%)

Table 4. Performance statistics for short, medium, and long queries. All translations were kept
for retrieval; for pseudo-relevance feedback, the top 30 terms from top 20 subdocuments were
selected base on the Rocchio formula. Percentages show change over the baseline runs.

With Feedback | Recall | Avg. Precision | Prec@30
Short
Baseline 40/112 0.1733 0.0417
With context vectors 69/112 0.1662 0.1583
(query independent) (+72.5%) (-4.1%) (+279.6%)
With context vectors 44/112 0.1726 0.0417
(query dependent) (+10.0%) (-0.4%) (+0.0%)
Medium
Baseline 135/248 0.2344 0.1256
With context vectors 161/248 0.2332 0.1333
(query independent) (+19.3%) (-0.5%) (+6.1%)
With context vectors 139/248 0.2637 0.1154
(query dependent) (+3.0%) (+12.5%) (-8.1%)
Long
Baseline 344/598 0.2469 0.1444
With context vectors 348/598 0.2336 0.1333
(query independent) (+1.2%) (-5.4%) (-7.7%)
With context vectors 319/598 0.2033 0.1167
(query dependent) (-7.3%) (-17.7%) (-19.2%)
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6 Summary and Future Work

We have used context vectors to obtain surrogate translations for terms that appear in
queries but that are absent from bilingual dictionaries. We have described two types
of context vectors: a query-independent version and a query-dependent version. In
the empirical evaluation, we have examined the interaction between the use of context
vectors with other factors such as translation disambiguation, pseudo-relevance feed-
back, and query lengths. The empirical findings suggest that using query-dependent
context vectors together with post-translation pseudo-relevance feedback and transla-
tion disambiguation can help to overcome the meaning loss due to missing transla-
tions for short queries. For longer queries, the longer context in the query seems to
make the use of context vectors unnecessary.

The paper presents only our first set on experiments of using context to recover
meaning loss due to missing translations. In our future work, we will verify the ob-
servations with other topic sets and database sources; verify the observations with
other language pairs, e.g., Chinese-to-English retrieval; and experiment with different
parameter settings such as context window size, methods for context term selection,
different ways of ranking context terms, and the use of the context term ranking in
combination with disambiguation for translation selection.
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Abstract. Automatic image annotation is a newly developed and promising
technique to provide semantic image retrieval via text descriptions. It concerns
a process of automatically labeling the image contents with a pre-defined set of
keywords which are exploited to represent the image semantics. A Maximum
Entropy Model-based approach to the task of automatic image annotation is
proposed in this paper. In the phase of training, a basic visual vocabulary con-
sisting of blob-tokens to describe the image content is generated at first; then
the statistical relationship is modeled between the blob-tokens and keywords by
a Maximum Entropy Model constructed from the training set of labeled images.
In the phase of annotation, for an unlabeled image, the most likely associated
keywords are predicted in terms of the blob-token set extracted from the given
image. We carried out experiments on a medium-sized image collection with
about 5000 images from Corel Photo CDs. The experimental results demon-
strated that the annotation performance of this method outperforms some tradi-
tional annotation methods by about 8% in mean precision, showing a potential
of the Maximum Entropy Model in the task of automatic image annotation.

1 Introduction

Last decade has witnessed an explosive growth of multimedia information such as
images and videos. However, we can’t access to or make use of the relevant informa-
tion more leisurely unless it is organized so as to provide efficient browsing and que-
rying. As a result, an important functionality of next generation multimedia informa-
tion management system will undoubtedly be the search and retrieval of images and
videos on the basis of visual content.

In order to fulfill this “intelligent” multimedia search engines on the world-wide-
web, content-based image retrieval techniques have been studied intensively during
the past few years. Through the sustained efforts, a variety of state-of-the-art methods
employing the query-by-example (QBE) paradigm have been well established. By this
we mean that queries are images and the targets are also images. In this manner, vis-
ual similarity is computed between user-provided image and database images based
on the low-level visual features such as color, texture, shape and spatial relationships.
However, two important problems still remain. First, due to the limitation of object
recognition and image understanding, semantics-based image segmentation algorithm

R. Dale et al. (Eds.): ICNLP 2005, LNAI 3651, pp. 34—45, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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is unavailable, so segmented region may not correspond to users’ query object. Sec-
ond, visual similarity is not semantic similarity which means that low-level features
are easily extracted and measured, but from the users’ point of view, they are non-
intuitive. It is not easy to use them to formulate the user’s needs. We encounter a so-
called semantic gap here. Typically the starting point of the retrieval process is the
high-level query from users. So extracting image semantics based on the low-level
visual features is an essential step. As we know, semantic information can be repre-
sented more accurately by using keywords than by using low-level visual features.
Therefore, building relationship between associated text and low-level image features
is considered to an effective solution to capture the image semantics. By means of this
hidden relationship, images can be retrieved by using textual descriptions, which is
also called query-by-keyword (QBK) paradigm. Furthermore, textual queries are a
desirable choice for semantic image retrieval which can resort to the powerful text-
based retrieval techniques. The key to image retrieval using textual queries is image
annotation. But most images are not annotated and manually annotating images is a
time-consuming, error-prone and subjective process. So, automatic image annotation
is the subject of much ongoing research. Its main goal is to assign descriptive words
to whole images based on the low-level perceptual features, which has been recog-
nized as a promising technique for bridging the semantic gap between low-level im-
age features and high-level semantic concepts.

Given a training set of images labeled with text (e.g. keywords, captions) that de-
scribe the image content, many statistical models have been proposed by research-
ers to construct the relation between keywords and image features. For example, co-
occurrence model, translation model and relevance-language model. By exploiting
text and image feature co-occurrence statistics, these methods can extract hidden
semantics from images, and have been proven successful in constructing a nice
framework for the domain of automatic image annotation and retrieval.

In this paper, we propose a novel approach for the task of automatic image anno-
tation using Maximum Entropy Model. Though Maximum Entropy method has
been successfully applied to a wide range of application such as machine transla-
tion, it is not much used in computer vision domain, especially in image auto
annotation.

This paper is organized as follows: Section 2 presents related work. Section 3 de-
scribes the representation of labeled and unlabeled images, gives a brief introduc-
tion to Maximum Entropy Model and then details how to use it for automatically
annotating unlabeled images. Section 4 demonstrates our experimental results. Sec-
tion 5 presents conclusions and a comment for future work.

2 Related Work

Recently, many statistical models have been proposed for automatic image annotation
and retrieval. The work of associating keywords with low-level visual features can be
addressed from two different perspectives.
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2.1 Annotation by Keyword Propagation

This kind of approach usually formulates the process of automatic image annotation
as one of supervised classification problems. With respect to this method, accurate
annotation information is demanded. That is to say, given a set of training images
labeled with semantic keywords, detailed labeling information should be provided.
For example, from training samples, we can know which keyword corresponds to
which image region or what kind of concept class describes a whole-image. So each
or a set of annotated keyword can be considered as an independent concept class,
followed by training each class model with manually labeled images, then the model
is applied to classify each unlabeled image into a relevant concept class, and finally
producing annotation by propagating the corresponding class words to unlabeled
images.

Wang and Li [8] introduced a 2-D multi- resolution HMM model to automate lin-
guistic indexing of images. Clusters of fixed-size blocks at multiple resolution and the
relationships between these clusters is summarized both across and within the resolu-
tions. To annotate the unlabeled image, words of the highest likelihood is selected
based on the comparison between feature vectors of new image and the trained con-
cept models. Chang et al [5] proposed content-based soft annotation (CBSA) for pro-
viding images with semantic labels using (BPM) Bayesian Point Machine. Starting
with labeling a small set of training images, an ensemble of binary classifier for each
keyword is then trained for predicting label membership for images. Each image is
assigned one keyword vector, with each keyword in the vector assigned a confidence
factor. In the process of annotation, words with high confidence are considered to be
the most likely descriptive words for the new images. The main practical problem
with this kind of approaches is that a large labeled training corpus is needed. More-
over, during the training and application stages, the training set is fixed and not in-
cremented. Thus if a new domain is introduced, new labeled examples must be pro-
vided to ensure the effectiveness of such classifiers.

2.2 Annotation by Statistical Inference

More recently, there have been some efforts to solve this problem in a more general
way. The second approach takes a different strategy which focuses on discovering the
statistical links between visual features and words using unsupervised learning meth-
ods. During training, a roughly labeled image datasets is provided where a set of se-
mantic labels is assigned to a whole image, but the word-to-region information is
hidden in the space of image features and keywords. So an unsupervised learning
algorithm is usually adopted to estimate the joint probability distribution of words and
image features.

Mori et al [4] were the earliest to model the statistics using a co-occurrence prob-
abilistic model, which predicate the correct probability of associating keywords by
counting the co-occurrence of words with image regions generated using a fixed-size
blocks. Blocks are vector quantized to form clusters which inherit the whole set of
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keywords assigned to each image. Then clusters are in turn used to predict the key-
words for unlabeled images. The disadvantage is that the model is a little simple and
the rough fixed-size blocks are unable to model objects effectively, leading to poor
annotation accuracy. Instead of using fixed-size blocks, Barnard et al [1] performed
Blobworld segmentation and Normalized cuts to produce semantic meaningful re-
gions. They constructed a hierarchical model via EM algorithm. This model combines
both asymmetric clustering model which maps words and image regions into clusters
and symmetric clustering model which models the joint distribution of words and
regions. Duygulu et al [2] proposed a translation model to map keywords to individ-
ual image regions. First, image regions are created by using a segmentation algorithm.
For each region, visual features are extracted and then blob-tokens are generated by
clustering the features for each region across whole image datasets. Each image can
be represented by a certain number of these blob-tokens. Their Translation Model

uses machine translation model lof IBM to annotate a test set of images based on a
large number of annotated training images. Another approach using cross-media rele-

vance models (CMRM) was introduced by Jeon et al [3]. They assumed that this
could be viewed as analogous to the cross-lingual retrieval problem and a set of key-

words {Wl s Wys e Wn} is related to the set of blob-tokens {bl ,bys s b”}, rather

than one-to-one correspondence between the blob-tokens and keywords. Here the
joint distribution of blob-tokens and words was learned from a training set of anno-
tated images to perform both automatic image annotation and ranked retrieval. Jeon et
al [9] introduced using Maximum Entropy to model the fixed-size block and key-
words, which gives us a good hint to implement it differently. Lavrenko et al [11]
extended the cross-media relevance model using actual continuous-valued features
extracted from image regions. This method avoids the clustering and constructing the
discrete visual vocabulary stage.

3 The Implementation of Automatic Annotation Model

3.1 The Hierarchical Framework of Automatic Annotation and Retrieval

The following Fig. 1 shows the framework for automatic image annotation and key-
word-based image retrieval. Given a training dataset of images labeled with key-
words. First, we segment a whole image into a collection of sub-images, followed by
extracting a set of low-level visual features to form a feature vector to describe the
visual content of each region. Second, a visual vocabulary of blob-tokens is generated
by clustering all the regions across the whole dataset so that each image can be repre-
sented by a number of blob-tokens from a finite set of visual symbols. Third, both
textual information and visual information is provided to train the Maximum Entropy
model, and the learned model is then applied to automatically generate keywords to
describe the semantic content of an unlabeled image based on the low-level features.
Consequently, both the users’ information needs and the semantic content of images
can be represented by textual information, which can resort to the powerful text IR
techniques to implement this cross-media retrieval, suggesting the importance of
textual information in semantics-based image retrieval.
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Fig. 1. Hierarchical Framework of Automatic Annotation and Retrieval

—> learning correlations between blob-tokens and textual annotations
---p applying correlations to generate annotations for unlabeled images

3.2 Image Representation and Pre-processing

A central issue in content-based image annotation and retrieval is how to describe the
visual information in a way compatible with human visual perception. But until now,
no general framework is proposed. For different tasks and goals, different low-level
features are used to describe and analyze the visual content of images. On the whole,
there are two kinds of interesting open questions remain unresolved. First, what fea-
ture sets should be selected to be the most expressive for any image region. Second,
how blob-tokens can be generated, that is to say, how can one create such a visual
vocabulary of blob-tokens to represent each image in the collection using a number of
symbols from this finite set? In our method, we carried out these following two steps:
First, segment images into sub-images, Second, extract appropriate features for any
sub-images, cluster similar regions by k-means and then use the centroid in each clus-
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ter as a blob-token. The first step can be employed by either using a segmentation
algorithm to produce semantically meaningful units or partitioning the image into
fixed-size rectangular grids. Both methods have pros and cons, a general purpose
segmentation algorithm may produce semantic regions, but due to the limitation in
computer vision and image processing, there are also the problems of erroneous and
unreliable region segmentation. The advantage of regular grids is that is does not need
to perform complex image segmentation and is easy to be conducted. However, due to
rough fixed-size rectangular grids, the extracted blocks are unable to model objects
effectively, leading to poor annotation accuracy in our experiment.

Fig. 2. Segmentation Results using Normalized cuts and JSEG

In this paper, we segment images into a number of meaningful regions using Nor-
malized cuts [6] against using JSEG. Because the JSEG is only focusing on local
features and their consistencies, but Ncuts aims at extracting the global impression of
an image data. So Ncuts may get a better segmentation result than JSEG. Fig. 2 shows
segmentation result using Normalized cuts and JSEG respectively, the left is the origi-
nal image, the mid and the right are the segmentation result using Ncuts and JSEG
respectively. After segmentation, each image region is described by a feature vector
formed by HSV histograms and Gabor filters. Similar regions will be grouped to-
gether based on k-means clustering to form the visual vocabulary of blob-tokens. Too
much clusters may cause data sparseness and too few can not converge. Then each of
the labeled and unlabeled images can be described by a number of blob-tokens, in-
stead of the continuous-valued feature vectors. So we can avoid the image data mod-
eling in a high-dimensional and complex feature space.

3.3 The Annotation Strategy Based on Maximum Entropy

Maximum Entropy Model is a general purpose machine learning and classification
framework whose main goal is to account for the behavior of a discrete-valued ran-
dom process. Given a random process whose output value y may be influenced by
some specific contextual information x, such a model is a method of estimating the
conditional probability.

1 £ .
| x) = O&ﬁ(x’” 1
p(ylx) 700 I,-:! (N

In the process of annotation, images are segmented using normalized cuts, every
image region is represented by a feature vector consisting of HSV color histogram
and the Gabor filters, and then a basic visual vocabulary containing 500 blob-tokens
is generated by k-means clustering. Finally, each segmented region is assigned to the
label of its closest blob-token. Thus the complex visual contents of images can be
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represented by a number of blob-tokens. Due to the imbalanced distribution of key-
words frequency and the data sparseness problem, the size of the pre-defined keyword
vocabulary is reduced from 1728 to 121 keywords, by keeping only the keywords
appearing more than 30 times in the training dataset.

We use a series of feature function fro | pq (bl., w j) to model the co-occurrence

statistics of blob-tokens bl. and keywords w iD where FC denote the context of feature

constraints for each blob-token. The following example represents the co-occurrence
of the blob-token b, and the keyword “water” in an image I.

L if w,=="water'and FC,(b,)==true

water bi,w' = (2)
fFva t( f) 0 otherwise

If blob-token b, satisfies the context of feature constraints and keyword “water”

also occurs in image /. In other words, if the color and texture feature components are
coordinated with the semantic label ‘water’, and then the value of the feature function
is 1, otherwise 0.

The following Fig. 3 shows the annotation procedure that using MaxEnt captures
the hidden relationship between blob-tokens and keywords from a roughly labeled
training image sets.

Low-level feature space

b:‘
Mapping granularity
words words Maxi word
Taximum
to —= to = to
3 ; Entropy :
whole mmage regions ; region
Keyword space
bear Wy bear
water — W ywater s
reflection Wa reflection i

Fig. 3. Learning the statistics of blob-tokens and words

In the recent past, many models for automatic image annotation are limited by the
scope of the representation. In particular, they fail to exploit the context in the images
and words. It is the context in which an image region is placed that gives it meaning-
ful interpretation.
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In our annotation procedure, each annotated word is predicted independently by the
Maximum Entropy Model, word correlations are not taken into consideration. How-
ever, correlations between annotated words are essentially important in predicting
relevant text descriptions. For example, the words “trees” and “grass” are more likely
to co-occur than the words “trees” and “computers”. In order to generate appropriate
annotations, a simple language model is developed that takes the word-correlation
information into account, and then the textual description is determined not only by
the model linking keywords and blob-tokens but also by the word-to-word correla-
tion. We simply count the co-occurrence information between words in the pre-
defined textual set to produce a simple word correlation model to improve the annota-
tion accuracy.

4 Experiments and Analysis

We carried out experiments using a mid-sized image collection, comprising about
5,000 images from Corel Stock Photo CDs, 4500 images for training and 500 for
testing. The following table 1 shows the results of automatic image annotation using
Maximum Entropy.

Table 1. Automatic image annotation results

Images Original Annotation Automatic Annotation

Sun sky mountain

sun city sky mountain
ysky clouds

flowers tulips mountain sky| Flowers sky trees grass

tufa snow sky grass snow sky grass stone

polar bear snow post bear snow sky rocks
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For our training datasets, the visual vocabulary and the pre-defined textual set con-
tain 500 blob-tokens and 121 keywords respectively, so the number of the training

pairs (bi, w j) is 60500. After the procedure of feature selection, only 9550 pairs left.

For model parameters estimation, there are a few algorithms including Generalized
Iterative Scaling and Improved Iterative Scaling which are widely used. Here we use
Limited Memory Variable Metric method which has been proved effective for Maxi-
mum Entropy Model [10]. Finally, we can get the model linking blob-tokens and

keywords, and then the trained model p(y|x) is applied to predict textual annota-

tions {w,, w,, ..., w, } given an unseen image formed by {b,, b, ..., b, }.

To further verify the feasibility and effectiveness of Maximum Entropy model, we
have implemented the co-occurrence model as one of the baselines whose conditional

probability p(w .|bi) can be estimated as follows:

P(Wj|b,-)— (‘ ) _ (U/n)(n]/N) _omy o my

N

Z (b|wk) Z zk/nk nk/N kzli:lmik M,

k= k=

3)

=z

Where m; denote the co-occurrence of bi and w;, n; denote the occurring num-

ber of w | in the total N words.

The following Fig. 4 shows the some of the retrieval results using the keyword
‘water’ as a textual query.

Fig. 4. Some of retrieved images using ‘water’ as a query

The following Fig. 5 and Fig. 6 show the precision and recall of using a se of high-
frequency keywords as user queries. We implemented two statistical models to link
blob-tokens and keywords.
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Fig. 5. Precision of retrieval using some high-frequency keywords
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Fig. 6. Recall of retrieval using some high-frequency keywords

The annotation accuracy is evaluated by using precision and recall indirectly. After
posing a keyword query for images, the measure of precision and recall can be de-
fined as follows:

. A
precision = ——— recall =——
A+B A+C

Where A denote the number of relevant images retrieved, B denote the number of
irrelevant images retrieved, C denote the number of relevant images not retrieved in
the image datasets, and images whose labels containing the query keyword is consid-
ered relevant, otherwise irrelevant.

“

Table 2. Experimental results with average precision and mean

Method Mean precision Mean recall
Co-occurrence 0.11 0.18
Maximum Entropy 0.17 0.25
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The above experimental results in table 2 show that our method outperforms the
Co-occurrence model [4] in the average precision and recall. Since our model uses the
blob-tokens to represent the contents of the image regions and converts the task of
automatic image annotation to a process of translating information from visual lan-
guage (blob-tokens) to textual language (keywords). So Maximum Entropy Model is
a natural and effective choice for our task, which has been successfully applied to the
dyadic data in which observations are made from two finite sets of objects. But disad-
vantages also exist. There are two fold problems to be considered. First, since Maxi-

mum Entropy is constrained by the equation p(f) = ﬁ(f), which assumes that the

expected value of output of the stochastic model should be the same as the expected
value of the training sample. However, due to the unbalanced distribution of key-
words frequency in the training subset of Corel data, this assumption will lead to an
undesirable problem that common words with high frequency are usually associated
with too many irrelevant blob-tokens, whereas uncommon words with low frequency
have little change to be selected as annotations for any image regions, consider word
“sun” and “apple” , since both words may be related to regions with “red” color and
“round” shape, but it is difficult to make a decision between the word “sun” and “ap-
ple”. However, since “sun” is a common word as compared to “apple” in the lexical
set, the word “sun” will definitely used as the annotation for these kind of regions. To
address this kind of problems, our future work will mainly focus on the more sophis-
ticated language model to improve the statistics between image features and key-
words. Second, the effects of segmentation may also affect the annotation perform-
ance. As we know, semantic image segmentation algorithm is a challenging and com-
plex problem, current segmentation algorithm based on the low-level visual features
may break up the objects in the images, that is to say, segmented regions do not defi-
nitely correspond to semantic objects or semantic concepts, which may cause the
Maximum Entropy Model to derive a wrong decision given an unseen image.

5 Conclusion and Future Work

In this paper, we propose a novel approach for automatic image annotation and re-

trieval using Maximum Entropy Model. Compared to other traditional classical meth-

ods, the proposed model gets better annotation and retrieval results. But three main
challenges are still remain:

1) Semantically meaningful segmentation algorithm is still not available, so the
segmented region may not correspond to a semantic object and region features
are insufficient to describe the image semantics.

2) The basic visual vocabulary construction using k-means is only based on the
visual features, which may lead to the fact that two different semantic objects
with similar visual features fall into the same blob-token. This may degrade the
annotation quality.

3) Our annotation task mainly depend on the trained model linking image features
and keywords, the spatial context information of image regions and the word cor-
relations are not fully taken into consideration.

In the future, more work should be done on image segmentation techniques, clus-
tering algorithms, appropriate feature extraction and contextual information between
regions and words to improve the annotation accuracy and retrieval performance.
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Abstract. Japanese relative clause constructions (RCC’s) are defined as
being the NP’s of structure ‘S NP’, noting the lack of a relative pronoun
or any other explicit form of noun-clause demarcation. Japanese relative
clause modification should be classified into at least two major semantic
types: case-slot gapping and head restrictive. However, these types for
relative clause modification cannot apparently be distinguished. In this
paper we propose a method of identifying a RCC’s type with a machine
learning technique. The features used in our approach are not only rep-
resenting RCC’s characteristics, but also automatically obtained from
large corpora. The results we obtained from evaluation revealed that our
method outperformed the traditional case frame-based method, and the
features that we presented were effective in identifying RCC’s types.

1 Introduction

Japanese relative clause constructions (RCC’s) are defined as being the NP’s of
structure ‘S NP’ noting the lack of a relative pronoun or any other explicit form
of noun-clause demarcation[l]. Japanese relative clause constructions should be
classified into at least two major semantic types: case-slot gapping and head
restrictive. However, these types for relative clause constructions cannot appar-
ently be distinguished.

Given the types of Japanese relative clause constructions and a corpus of
Japanese relative clause construction instances, we present a machine learning
based approach to classifying RCC’s. We present a set of lexical and semantic
features that characterize RCC’s, and integrate them as a classifier to determine
RCC types. We use decision tree learning as the machine learning algorithm.

Distinguishing case-slot gapping and head restrictive relative clauses, or re-
solving the semantic relationship between the relative clause and its head noun
has several application domains, such as machine translation from Japanese[5].
It also has a place in text understanding tasks, such as splitting a long sentence
into multiple shorter sentences, and removing less important clauses to shorten
a sentencel6].

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 46-57, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Previously, relative clauses had been analyzed with rule-based methods that
utilized case frames|[5,2]. Using hand-crafted rules and knowledge creates several
problems: the high cost of constructing them, and lower scalability and coverage.

Recently, due to the availability of very large corpora, corpus-based and ma-
chine learning-based approaches have been actively investigated[7]. Cooccurrence
information between nouns and verbs can be calculated from the syntactically
parsed corpus, and this information can be used preferentially instead of hand-
crafted case frames to determine whether a noun can be the filler of a case-slot
of a verb[7,11].

However, merely using the cooccurrence information between nouns and
verbs instead of case frames cannot provide a good solution to the analysis of
Japanese relative clauses. Clauses with high occurrence probability of the main
verb and the head noun can sometimes be head restrictive. Moreover, just be-
cause the head noun can be the filler of a case-slot of the verb does not always
mean that the clause as case-slot gapping. We have to rely on several differ-
ent clues in order to realize accurate classification. Therefore, in this paper we
present eight features are effective in classifying case-slot gapping and head re-
strictive relative clauses. Most of the features can be automatically acquired by
statistically analyzing a corpus as explained in section 4.

In section 2 we first describe the nature of Japanese RCC’s, and in section
3 we outline previous work on the analysis of Japanese relative clauses. In sec-
tion 4 we explain the features that we present in this paper, and in section 5
we explain the machine learning-based classifier, which uses the features in sec-
tion 4. In section 6 we describe the evaluation of the system and discuss the
experimental results.

2 Japanese Relative Clause Constructions

Japanese relative clause constructions have the structure ’S NP, and constitute
a noun phrase as a whole. We will term the modifying S the “relative clause”, the
modified NP the “head NP”, and the overall NP a “relative clause construction”
or RCCJ2]. Example RCCs are:

(a) SA k% B B
saury grill man
“the man; who ¢; grills a saury”

(b) sEL H-STnd R
everyone know information
“the information; which everyone knows ¢;”

(c) SAFEE L Hu
saury grill  smell
“the smell of saury grilled”

RCC should be classified into at least two major semantic types: case-slot gap-
ping and head restrictive. With case-slot gapping RCC’s (also called ‘inner’
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relative clauses[14]), the head NP can be considered to have been gapped from a
case slot subcategorized by the main verb of the relative clause. Head restrictive
RCC’s (also called ‘outer’ relative clause[14]) occur when the relative clause mod-
ifies the head NP. In (a), the head NP “” (man) can be the subject of the main verb
of the relative clause, and in (b), the head NP “’ (information) can be object of
the main verb. These RCC type are ‘inner’ relative clauses. In (c¢) the head NP “”
(smell) cannot fill the gap in the relative clause, and RCC type is ‘outer’.

The inherent difficulty in determining the type of RCC derives from the fact
that these two types of RCC are syntactically identical. Even if the relative clause
has case-slot gapping, the type of that clause is not always ‘inner’, because in
Japanese the main verb of the relative clause has often zero pronoun. We thus
have to disambiguate the individual RCC instances.

3 Related Work

Previous work on analyzing Japanese relative clauses has used case frames as
useful information. They have first tried to find the case frame for the main verb
of the relative clause and embedded the nouns in the clause into its case-slots.
The head noun is then tried to be embedded into the remaining case-slot in the
case frame. To determine whether a relative clause instance is ‘outer’ clause,
they have beforehand constructed a dictionary of the nouns that can be modi-
fied by ‘outer’ clause, such as “”(purpose), or “”(opinion). In one approach[5],
the instance is determined to be ‘outer’ clause, if the head noun is included
in the dictionary, regardless of the main verb of the relative clause. In another
approach[12], the instance is determined to be ‘outer’, if the head noun cannot
be embedded into a case-slot and the head noun is included in the dictionary.

Recently, cooccurrence information between verbs and nouns has been used
in analysis. Kawahara and Kurohashi[7] automatically extracted case frames
from very large corpora, and used the case frames to analyze Japanese relative
clauses. However, they judged the instances as ‘outer’ clauses, only if case-slot
filling did not succeed.

Murata[l1] presented a statistical method of classifying whether the relative
clause is an ‘inner’ or an ‘outer’ clause. However this method cannot correctly
classify ‘outer’ relative clause which had high cooccurrence probability of the
main verbs and the head nouns.

4 Feature Set to Classify RCC Type

In this section, we present eight features that can be considered to be effective
in classifying ‘inner’ and ‘outer’ relative clauses.

1. Degree of possibility where the head noun can be modified by the
’outer’ relative clause (degree of ‘outerness’).

In Japanese, there are two ways of modification between verbs and nouns: nouns
modify verbs by filling a case-slot (noun — verb), and verbs modify nouns in
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Table 1. Comparison of the number of cooccurring verbs

relative clauses case-slots

noun freq. verb No. freq. verb No.
(intent) 8,732 941 14,216 677
(fact) 5454 1,448 7,301 754
(preparation) 2,268 428 2,720 74
(people) 6,681 1,367 10,026 1,998
(city) 1,172 449 3,688 857
(television) 2,740 707 30,627 2,228

relative clauses (verb — noun). Some pairs of a verb and a noun can cooccur
only in RCC, and cannot cooccur by filling a case-slot of the verb. For example,
noun ““&fiii” (preparation) and verb “7E4” (run) can cooccur with each other as
the main verb of a relative clause and its head noun, as in “& % “{}” (prepara-
tion for running), though the noun cannot fill any case-slots of the verb, as in *
HEfEAYAESD” (*preparation runs). For nouns, some verbs only cooccur in relative
clauses, and a number of such verbs tend to be modified by ‘outer’ clauses.

Table 1 shows the occurrence frequency of sample nouns and the number of
their cooccurring verbs in the relative clauses or in the case-slot relations. For
nouns that do not tend to be modified by ‘outer’ clauses, such as “ A% (people),
“HFT” (city), and “7 L &7 (television), the ratio between the frequency and the
number of verbs is almost the same between the relative clause and case-slot
cases. On the contrary, for nouns that tend to be modified by ‘outer’ clauses,
such as “FE[a]” (intent), “HFF” (fact), and “HFE” (preparation), the number of
verbs is much bigger in relation to clause cases, although the frequency is smaller.
The reason may be, as previously explained, that some verbs cooccur with the
nouns that tend to be modified by the ‘outer’ clause only in relative clause
constructions.

Therefore, we can measure the likelihood that the noun will be modified by
‘outer’ relative clauses, by calculating the difference in the frequency distribution
of verbs cooccurring in relative clauses against the frequency distribution of verbs
cooccurring in the case-slot relation (If the difference is larger, the probability
that the noun can be modified by the ‘outer’ relative clause becomes larger).

We calculate the likelihood as J(Px(v|n), Py, (v|n)), the Jensen-Shannon dis-
tance between the cooccurrence probability where nouns fill the case-slots of
verbs(Px(v|n)) and the cooccurrence probability where verbs cooccur with nouns
in relative clauses(P,,(v|n)). Given two probability distributions p,q, the Jensen-
Shannon distance is defined by the following formula[9]:

NS ORT-Ca 1)

D(p||q) is the Kullback-Leibler distance and defined by the following formula[3]:

J(p,q) =

Di
D(pllq) = sz log’ - (2)

l
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Table 2. ‘outerness’ of example nouns

noun O k=8 NG i) A=
(intent) (fact) (preparation)|(people) (city) (television)
J(Pr, Pn)| 0.546 0.360 0.616 0.160 0.155 0.159

We use the Jensen-Shannon distance rather than the Kullback-Leibler distance,
because the former is symmetric and has stability in various sizes of probability
distribution experimentally. Py(v|n) and P,,(v|n) are calculated as follows:

Putoly = T, 0
Putolm) = T (@)

where fi(n,v) is the cooccurrence frequency where noun n fills a case-slots of
verb v, and fr(n) is the frequency of the noun that occurs in the case-slot
of verbs. Similarly, f,,(n,v) and f,,(n) are the frequencies for relative clause
constructions. Table 2 shows the ‘outerness’ of sample nouns. The values of the
nouns that are often modified by ‘outer’ clauses are higher than those of the
nouns which tend to be modified by ‘inner’ clauses.

2. Cooccurrence information between head noun and main verb of
relative clause.

For a relative clause instance to be an ‘inner’ clause, the head noun has to fill
a case-slot of the main verb of the relative clause. Consider the following two
examples:

(a) 8T 2 F
resonate sound
“the sound; that ¢; resonates”

(b) B 2
destruct sound
“the destruction sound”

In (a), “&” (sound) can be the subject (“A% case) of the main verb “FIEd %7
(resonate). On the contrary, in (b) “&” cannot fill any case-slots of the main
verb “H#9 %" (destruct) and can be considered to be modified by the ‘outer’
relative clause. Therefore, if the head noun can fill a case-slot of the main verb,
the relation can be more plausibly assessed as ‘inner’.

Whether a noun can fill a case-slot of a verb has been traditionally determined
using case frames. However, we use the cooccurrence information between the
head noun and the main verb. In this paper, the cooccurrence between nouns and
verbs is measured by mutual information. Taking into account the information

on case particles, mutual information is calculated with the following formula:

p(n, k,v) 5)

T B0 =108 Kyt
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where p(n, k) is the probability that noun n will cooccur with case particle k
and p(n, k,v) is the cooccurrence probability for noun n, case particle k and verb
v, and p(v) is the occurrence probability for verb v. The following seven case
particles were taken into account: (“A%,“%&” “I7 “T7 4N 42”7 and “D057).
This is because only these case-slots can, in fact, be gapped to the head noun to
construct the relative clause.

3. Which case-slots are already filled for main verb by nouns in relative
clause.

As previously explained, if the head noun can fill the case-slot of the main verb of
the relative clause, the RCC instance can be judged as an ‘inner’ clause. However,
if the case-slot that the head noun can fill is already filled by the noun in the
relative clause, and hence unavailable for case-slot gapping, the rule cannot be
applied. Consider, for example, the following two cases:

(a) BT X7 2

hear story
“the story; that (someone) heard ¢;”

(b) iz FlLCE7z &
Japanese comic story hear story

“the story that (someone) heard a Japanese comic story”

In (a), since “Gf” (story) can fill the object (“%” case) case-slot of the main verb
“B <7 (hear), the relation can be judged as ‘inner’. However, in (b), since the
object (“%” case) case-slot of the main verb “[ <” is already filled by the noun
“i&at” (Japanese comic story), and “Gf” cannot fill any case-slot, the instance
is judged as ‘outer’.

Taking the situation into account, if a noun in the relative clause fills a case-
slot of the main verb, the mutual information for the case-slot is set to a very

small value M,,;,.

4. Whether the head noun is modified by modifiers other than the
relative clause (other modifier).

Previous work on analyzing Japanese relative clauses has taking into account
only the head noun, and has not taking into account modifiers other than the
relative clause. Consider the following two examples:
(a) BiC E59 HIN
him talk purpose
“the purpose that (someone) talk (something) to him”
“the purpose; that (someone) talk ¢; to him”

(b) fic E&T kit HI
him talk trip purpose
“the purpose of the trip ; that (I) talk ¢; to him”

(a) has two interpretations. The first interpretation is that “Hf” (purpose) do
not fill the remaining case-slots of the main verb “G§9” (talk) and can be con-
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sidered to be modified by the ‘outer’ relative clause. The second interpretation
is that “H” can be the direct object(“%” case) of the main verb “Gf9” and
can be considered to be modified by the ‘inner’ relative clause. On the contrary,
(b) has only the interpretation of ‘inner’.

If the head noun is modified by modifiers other than the relative clause, such
as adjectives, compound nouns, and “AB” (B of A), the relative clause type tends
to be ‘inner’. The function of ‘outer’ relative clause describes the content of the
head noun. If the head noun is modified by a modifier, the relative clause need
not describe it. Therefore, the type of relative clause tends to be ‘inner’.

To implement the idea, we define a feature ‘other modifier’. If the head
noun is modified by any modifiers other than the relative clause, its value is 1,
otherwise, 0.

5. Whether head noun tends to be modified

As for the nouns which tend to be modified by ‘outer’ relative clauses, the relative
clauses describe the content of the head nouns. It is difficult to understand their
meaning without any modification. Therefore we calculate the percentage to
what degree nouns are modified by any modifier in large corpora. Table 3 shows
the percentage for example nouns.

Table 3. Percentage of modification

=A] oY e 7 |Average of
(intention) (field) (television) (he) | all nouns
0.983  0.973 0.287  0.155| 0.460

The percentages of nouns “ZE[0)” (intention) and “/3#7” (field), which tend to
be modified by ‘outer’ relative clause, are close to 1, that is to say, such nouns
must have any modification. We consider, the higher this percentage, the higher
the possibility that the noun is modified by ‘outer’ relative clause.

6. Percentage where “& 1V5” is inserted between relative clause and
head nouns

“2V¥3v9H7” is a function expression that is sometimes inserted between relative
clauses and head nouns. Table 4 shows the percentage where “& V> ” cooccurs
with example nouns.

Table 4. The percentage of “& 39 ” cooccurring with noun

=3 1% Bt A% |Average of
(opinion) (rumor) (place) (people)| all nouns
0.335 0.246 0.007  0.008 0.007

3 In the experiment, we use syntactic annotated corpus. Therefore, other modifier
elements are already identified.
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~
“E’

The percentages of nouns “&. 5" (opinion) and “I%” (rumor), which tend to
be modified by ‘outer’ relative clause, are higher than the average. We consider,
the higher this percentage, the higher possibility that the noun is modified by
‘outer’ relative clause.

7. Whether head noun tends to be modified by past-tensed relative
clauses(tense information)

Some nouns tend to be modified by past-tense relative clauses, and others
tend to be modified by those in the present tense. Consider, for example, the
153

following two nouns: “GHE” (plan) and “GC1E” (memory). Both nouns are con-
sidered to imply the concept of time (future or past) 4 .

Table 5. Tense of main verb and distribution of inner/outer

L] AUl
(plan) | (memory)

tense |inner outer|inner outer
present| 6 89 12 0

past 5 0 5 83

For each of the two nouns “#”(plan) and “GC1&” (memory), we examined
100 relative clause instances that had the noun as the head noun (Table 5).If
the head noun implies the concept of time, the tense of the main verb of the
relative clause tends to coincide with this concept. Furthermore, note that the
tense of the main verb of ‘outer’ relative clauses is the same as the time concept
of the head noun. From this, if the noun tends to be modified by a specific-tense
relative clause, the relative clause tends to be ‘outer’, and if the tense of the
main verb contradicts the time concept of the head noun (tense of frequently
modified relative clauses), the relative clause should be determined as ‘inner’.

To implement this idea, we first calculated deviations in the distribution of
tense for the relative clauses. The percentage of past-tense main verbs in all
relative clauses, Rpqst, and the average for all the nouns were calculated. Table
6 shows the results for sample nouns.

Table 6. Percentage of past-tense main verbs

Gt sl BT A% |Average of
(plan) (memory) (place) (people)| all nouns
0.032 0958  0.333 0.422 0.322

For a head noun which does not imply the concept of time (“4Zff” (place) and
“N%7 (people)), the percentage is near average. On the contrary, “Zf[#” (plan)
and “GC1E” (memory) which imply the concept of time have an extreme value.

4 In Japanese, there are just two tense surface markers: present and past. Therefore,
future tense is indicated by the present tense on the surface.
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Taking into account the actual tense of the relative clause instances, we
calculated the following score:

Vs Rpast — AV Gpast in case of present tense (6)

POt AV Gpast — Rpast in case of past tense

For a head noun not implying the concept of time, in either tense of the main
verb, the score is rather low, and a decision on inner/outer might not be af-
fected by the score. For a head noun implying the concept of time, the ab-
solute value of the score is rather large, and if the tense of the main verb is
the same as the time concept, the score becomes negative; otherwise the score
becomes positive.

8. Whether main verb has a sense of ‘exclusion’

The last feature is for identifying exceptional ‘outer’ relative clause. Consider
the following two examples:

(a) HA&k%Z B 7Y 7HE
Japan except Asian countries
“Asian countries except Japan”

(b) HFAZ PN T~
injured people except passenger
“the passenger except injured people”

These examples are ‘outer’ relative clauses, and this RCC type is identified by
the main verb which has sense of exclusion. There are a few verbs which indicate
the RCC type by itself. Therefore, we defined a feature ‘excluding verb’. If the
main verb contains a character ‘F#%’ (which has sense of exclusion), the feature
is set to 1, otherwise, 0.

5 Machine Learning Based Classifier for RCC Type

We integrated the eight features in described the last section and used the ma-
chine learning approach to determine the RCC type. We used C5.0[13] as the
machine learning algorithm.

C5.0 is a decision-tree based classification system that has been used in nat-
ural language processing, such as text classification, chunking, text summariza-
tion, and ellipsis resolution[10]. C5.0 takes a set of training instances with a
feature vector and correct type as input, and induces a classifier which charac-
terizes the given feature space.

Since we use only eight features, we think even the state of the art machine
learning method like SVM would yield almost the same accuracy as decision-tree.
Furthermore decision-tree are more easily interpreted by human than SVMs.
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6 Evaluation

6.1 Experiment

Cooccurrence and other statistical information used in this work were calculated
from the corpus of a collection of twenty-two years of newspaper articles. The
corpus was parsed with KNP[8], which is a rule-based Japanese syntactic parser.
The cooccurrence information we obtained was as follows: the number of fx(n,v)
was about 60.8 million, and the number of f,,(n,v) was about 12.4 million.

The data used in the evaluation was a set of RCC instances randomly ex-
tracted from the EDR corpus[4] which had syntactically analyzed. Then, a label,
whether the relative clause is ‘inner’ or ‘outer’, was manually annotated. The
statistics on the data are shown in Table 7. Evaluation with C5.0 was carried
out by way of 5-fold cross validation.

Table 7. Statistics on evaluation data

Total Inner Outer
749 580 169

Table 8. Experimental results

Inner Outer
accuracy precision recall precision recall
Baseline 0.774 0.774 1.000 - -
Cooccurrence information only 0.787 0.836 0.906 0.520 0.366
Case frame 0.830 0.868 0.921 0.657 0.521
Our approach 0.902 0.931 0942 0.794 0.762

..excluding verb = 1: outer(exceptinal type) (22/2)
:.excluding verb = O:
:..outerness <= 0.212: inner (444/6)
outerness > 0.212:
:..other modifier = 1: inner (84/17)
other modifier = 0:
:..cooccurrence("%" case) > -9.10: inner (28/4)
cooccurrence("%*" case) <= -9.10:
:..percentage of "X 9" > 0.027: outer (105/14)
percentage of "X D" <= 0.027:
:..percentage of modified <= 0.735: inner (25/2)
percentage of modified > 0.735:
:..cooccurrence("/M" case) <= -13.1:outer (31/5)
cooccurrence ("73" case) > -13.1:inner (10/2)

Fig. 1. Generated decision tree



56 T. Abekawa and M. Okumura

The baseline we used determines all instances as ‘inner’ relative clauses. We
also compared our approach with the traditional method with case frames, and
a method that uses only cooccurrence information (features 2 and 3 in section 4.
An evaluation measure is an accuracy, which is defined as the number of correctly
identified RCCs divided by the number of all RCCs. And for inner/outer relative
clauses, precision and recall are calculated.

. #number of correctly identified relative clauses
Precision = .
#number of inner/outer attempted by system

Recall #number of correctly identified relative clauses

ecall =
#number of inner/outer relative clauses

The results are shown in Table 8. The generated decision tree from all instances

is shown in Figure 1. The last values on each line, for example ‘22/2” and ‘444/6’,

indicated ‘number of applied examples / number of misclassification’.

6.2 Discussion

Accuracy of our approach is higher than that of the traditional approach. Our
approach works well especially for identifying ‘outer’ relative clause. Further-
more, using only cooccurrence information could not yield better performance
for ‘outer’ relative clause. Therefore, we conclude that the features in our ap-
proach can effectively identify the ‘outer’ relative clause.

Figure 1 shows that the most contributive feature except ‘excluding verb’
is the degree of ‘outerness’. This feature can classify many instances with high
accuracy (98.6%=438/444). If the degree of ‘outerness’ is smaller than certain
threshold, RCC type is ‘inner’ with high probability.

The second contributing feature is the ‘other modifier’. If modifiers other
than the relative clause exist, RCC type is ‘inner’. However, the accuracy of this
feature is not so good compared with other features.

We unfortunately could not find the ‘tense information’ in our decision tree.
We consider the reason to be that nouns which imply the concept of time are
very few, and there might be no instances which contain them.

7 Conclusions

In this paper, we presented eight lexical and semantic features that characterized
RCC, and we integrated them using machine learning approach to determine the
RCC type.

Evaluation proved that our approach outperformed the traditional case
frame-based method, and the features that we presented were effective in classi-
fying types into ‘inner’ and ‘outer’ relative clauses.

After identification of ‘inner’ clauses, case identification will be necessary for
semantic analysis. This will be considered in future work.
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Abstract. We present a preliminary study of several parser adaptation
techniques evaluated on the GENIA corpus of MEDLINE abstracts [1,2].
We begin by observing that the Penn Treebank (PTB) is lexically im-
poverished when measured on various genres of scientific and techni-
cal writing, and that this significantly impacts parse accuracy. To re-
solve this without requiring in-domain treebank data, we show how ex-
isting domain-specific lexical resources may be leveraged to augment
PTB-training: part-of-speech tags, dictionary collocations, and named-
entities. Using a state-of-the-art statistical parser [3] as our baseline, our
lexically-adapted parser achieves a 14.2% reduction in error. With oracle-
knowledge of named-entities, this error reduction improves to 21.2%.

1 Introduction

Since the advent of the Penn Treebank (PTB) [4], statistical approaches to nat-
ural language parsing have quickly matured [3,5]. By providing a very large
corpus of manually labeled parsing examples, PTB has played an invaluable
role in enabling the broad analysis, automatic training, and quantitative evalu-
ation of parsing techniques. However, while PTB’s Wall Street Journal (WSJ)
corpus has historically served as the canonical benchmark for evaluating statis-
tical parsing, the need for broader evaluation has been increasingly recognized
in recent years. Furthermore, since it is impractical to create a large treebank
like PTB for every genre of interest, significant attention has been directed to-
wards maximally reusing existing training data in order to mitigate the need
for domain-specific training examples. These issues have been most notably ex-
plored in parser adaptation studies conducted between PTB’s WSJ and Brown
corpora [6,7,8,9].

As part of our own exploration of these issues, we have been investigating
statistical parser adaptation to a novel domain: biomedical literature. This lit-
erature presents a stark contrast to WSJ and Brown: it is suffused with domain-
specific vocabulary, has markedly different stylistic constraints, and is often writ-
ten by non-native speakers. Moreover, broader consideration of technical litera-
ture shows this challenge and opportunity is not confined to biomedical literature

* We would like to thank the National Science Foundation for their support of this work
(IIS-0112432, LIS-9721276, and DMS-0074276), as well as thank Sharon Goldwater
and our anonymous reviewers for their valuable feeback.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 58-69, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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alone, but is also demonstrated by patent literature, engineering manuals, and
field-specific scientific discourse. Through our work with biomedical literature,
we hope to gain insights into effective techniques for adapting statistical parsing
to technical literature in general.

Our interest in biomedical literature is also motivated by a real need to im-
prove information extraction in this domain. With over 15 million citations in
PubMed today, biomedical literature is the largest and fastest growing knowl-
edge domain of any science. As such, simply managing the sheer volume of its
accumulated information has become a significant problem. In response to this,
a large research community has formed around the challenge of enabling auto-
mated mining of the literature [10,11]. While the potential value of parsing has
often been discussed by this community, attempts to employ it thus far appear
to have been limited by the parsing technologies employed. Reported difficul-
ties include poor coverage, inability to resolve syntactic ambiguity, unacceptable
memory and speed, and difficulty in hand-crafting rules of grammar [12,13].
Perhaps the most telling indicator of community perspective came in a recent
survey’s bleak observation that efficient and accurate parsing of unrestricted text
appears to be out of reach of current techniques [14].

In this paper, we show that broad, accurate parsing of biomedical literature
is indeed possible. Using an off-the-shelf WSJ-trained statistical parser [3] as our
baseline, we provide the first full-coverage parse accuracy results for biomedi-
cal literature, as measured on the GENIA corpus of MEDLINE abstracts [1,2].
Furthermore, after showing that PTB is lexically impoverished when measured
on various genres of scientific and technical writing, we describe three methods
for improving parse accuracy by leveraging lexical resources from the domain:
part-of-speech (POS) tags, dictionary collocations, and named-entities. Our gen-
eral hope is that lexically-based techniques such as these can provide alternative
and complementary value to treebank-based adaptation methods such as co-
training [9] and sample selection [15]. Our lexically-adapted parser achieves a
14.2% reduction in error over the baseline, and in the case of oracle-knowledge
of named-entities, this reduction improves to 21.2%.

Section 2 describes the GENIA corpus in detail. In Section 3, we present
unknown word rate experiments which measure the coverage of PTB’s gram-
mar on various genres of scientific and technical writing. Section 4 describes
our methods for lexical adaptation and their corresponding effects on parse ac-
curacy. Section 5 concludes with a discussion challenges and opportunities for
future work.

2 The GENIA Corpus

The GENIA corpus [1,2] consists of MEDLINE abstracts related to transcription
factors in human blood cells. Version 3.02p of the corpus includes 1999 ab-
stracts (18,545 sentences, 436,947 words) annotated with part-of-speech (POS)

! The reported total of 2000 abstracts includes repetition of article ID 97218353.
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tags and named-entities. Named-entities were labelled according to a corpus-
defined ontology, and the POS-tagging scheme employed is very similar to that
used in PTB (see Section 4.1).

Using these POS annotations and PTB guidelines [16], we hand-parsed 21
of these abstracts (215 sentences) to create a pilot treebank for measuring parse
accuracy. We performed the treebanking using the GRAPH? tool developed for
the Prague Dependency Treebank. Initial bracketing was performed without any
form of automation. Following this, our baseline parser [3] was used to propose
alternative parses. In cases where hand-generated parses conflicted with those
proposed by the parser, hand-parses were manually corrected, or not corrected,
according to PTB bracketing guidelines. Our pilot treebank is publicly available3.

Subsequent to this, the Tsujii lab released its own beta version treebank,
which includes 200 abstracts (1761 sentences) from the original corpus. This
treebanking was performed largely in accordance with PTB guidelines (perhaps
the most significant difference being constituent labels NAC and NX were excluded
in favor of NP). Because there is no redundancy in the coverage of the Tsuijii lab’s
treebank and our own pilot treebank (and by chance, NAC and NX do not occur
in our pilot treebank either), we have combined the two treebanks to maximize
our evaluation treebank (see Table 3).

An additional note is required regarding our use of named-entities (Sec-
tion 4.3). Entity annotations (not available in the treebank) were obtained from
the earlier 3.02p version of the corpus. Any sentences that did not match be-
tween the two versions of the corpus (due to differences in tokenization or other
variations) were discarded. The practical impact of this was negligible, as only
25 sentences had to be discarded?.

3 Unknown Words

Casual reading of technical literature quickly reveals a rich, field-specific vocab-
ulary. For example, consider the following sentence taken from GENIA:

The study of NF-kappaB showed that oxLLDLs led to a decrease of
activation-induced p65/p50 NF-kappaB heterodimer binding to DNA,
whereas the presence of the constitutive nuclear form of p50 dimer was
unchanged.

To quantitatively measure the size and field-specificity of domain vocabulary, we
extracted the lexicon contained in WSJ sections 2-21 and evaluated the unknown
word rate (by token) for various genres of technical literature. Results are given
in Table 1.

2 http://quest.ms.mff.cuni.cz/pdt/Tools/Tree Editors/Graph

3 http://www.cog.brown.edu/Research /nlp

4 Because our preliminary use of named-entities assumes oracle-knowledge, this exper-
iment was carried out on the development section only, thus only the development
section was reduced in this way.



Parsing Biomedical Literature 61

Table 1. Unknown word rate on various technical corpora given WSJ 2-21 lexion

Corpus Unknown Word Rate
WSJ sect. 24 2.7
Brown-DEV 5.8
Brown sect. J 7.3
CRAN 10.0
CACM 10.7
DOE 16.7
GENIA 25.5

Brown-DEV corresponds to a balanced sampling of the Brown corpus (see Ta-
ble 4). Section J of Brown contains “Learned” writing samples and demonstrated
the highest rate of any single Brown section. CRAN contains 1400 abstracts in
the field of aerodynamics, and CACM includes 3200 abstracts from Communica-
tions of the ACM [17]. DOE contains abstracts from the Department of Energy,
released as part of PTB. GENIA here refers to 333 abstracts (IDs 97449161-
99101008) not overlapping our treebank. As this table shows, unknown word
rate clearly increases as we move to increasingly technical domains. Annecdotal
evaluation on patent literature suggests its unknown rate lies somewhere between
that of DOE and GENITA.

While these results appear to indicate WSJ is lexically impoverished with
respect to increasingly technical domains, it was also necessary to consider the
possibility that the results were simply symptomatic of technical domains having
very large lexicons. If such were the case, we would expect to see these domains
demonstrate high unknown word rates even in the presence of a domain-specific
lexicon. To test this hypothesis, we contrasted unknown word rates on GENTA
using lexicons extracted from WSJ sections 2-21, Brown (training section from
Table 4), and from GENIA itself (1,333 abstracts: IDs 90110496-97445684)5.
Results are presented in Table 2.

Table 2. Unknown word rate on GENTA using lexicons extracted from WSJ, Brown,
and GENTA

Lexicon Size Unknown Word Rate
Brown 25K 28.2
WSJ 40K 25.5
Brown+WSJ 50K 22.4
GENIA 15K 5.3
Brown+WSJ+GENTA 60K 4.6

5 While this set of abstracts does overlap the Tsujii treebank, this experiment was run
prior to the treebank’s release.
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Although the unknown word rate in the presence of in-domain training for
GENIA (5.3%, Table 2) is nearly twice that of out-of-domain training (2.7%,
Table 1), suggesting a larger lexicon does indeed exist, it is also strikingly clear
that WSJ and Brown provide almost no lexical value to the domain: expanding
GENIAs lexicon by 45,000 new terms found in WSJ and Brown produced only a
meager 0.7% reduction in unknown word rate. Contrast this with the enormous
reduction achieved through using GENIA’s lexicon instead of the WSJ or Brown
lexicons (Table 2).

4 Parser Adaptation

In this section, we present three methods for parser adaptation motivated by
the results of our unknown word rate experiments (Section 3). The goal of
these adaptations is to help an off-the-shelf PTB-trained parser compensate
for the large amount of domain-specific vocabulary found in technical liter-
ature, specifically biomedical text. To accomplish this without depending on
in-domain treebank data, we consider three alternative (and less expensive)
domain-specific knowledge sources: part-of-speech tags, dictionary collocations,
and named-entities. We report on the results of each technique both in isolation
and in combination.

We adopt as our baseline for these experiments the publicly available Charniak
parser [3] trained on WSJ sections 2-21 of the Penn Treebank. Our division of the
GENIA corpus into development and test sets is shown in Table 3. Analysis was
carried out on the development section, and the test section was reserved for final
evaluation. Parse accuracy was measured using the standard PARSEVAL met-
ric of bracket-bracket scoring, assuming the usual conventions regarding punctua-
tion [18]. Statistical significance for each experiment was assessed using a two-tailed
paired t-test on sentence-averaged f-measure scores. Since our evaluation treebank
excludes NX and NAC constituent labels in favor of NP (Section 2), for all experiments

Table 3. Division of the GENTA combined treebank into development and test sections

Source Section Abstract IDs Sentences
Pilot Development 99101510-99120900 215
Tsujii Development 91079577-92060325 732
Tsujii Test 92062170-94051535 1004

Table 4. Brown corpus division. Training and evaluation sections were obtained from
Gildea [7]. The development (and final training) section was created by extracting
every tenth sentence from Gildea’s training corpus.

POS-Train Development Test
Sentences 19637 2181 2425
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Table 5. PARSEVAL f-measure scores on the GENIA development section using the
adaptation methods described in Section 4. Statistical significance of individual adap-
tations are compared against no adaptation, and combined adaptations are compared
against the best prior adaptation. As the p values indicate, all of the adaptions listed
here produced a significant improvement in parse accuracy.

Adaptation F-measure Error reduction Significance
none 78.3 - -
lexicon 78.6 14 p = 0.002
no NNP 79.1 3.7 p = 0.002
train POS 80.8 11.5 p < 0.001
entities 80.9 12.0 p < 0.001
no NNP, train POS 81.5 14.7 p=0.043
no NNP, train POS, entities 82.9 21.2 p < 0.001

Table 6. Final PARSEVAL f-measure results on GENIA compared with scores on
Brown and WSJ sect. 23. In all cases, the parser was trained on WSJ sect. 2-21 with
the over-parsing parameter set to 21x over-parsing. Adapted GENIA results includes
POS adaptations only (oracle-type entity adaptation was not used). Adapted Brown
results use POS re-training on Brown train section.

Corpus F-measure Error reduction Significance
GENTA-unadapted 76.3 - -
GENTA-adapted 79.6 14.2 p < 0.001
Brown-unadapted 83.4 - -
Brown-adapted 84.1 4.1 p = 0.002
WSJ 89.5 - -

(including baseline) we post-processed parser output to collapse these label distinc-
tions®. Results from our various experiments are summarized in Table 5.

Final results of our adapted parser are given in Table 6. For comparison with
standard benchmarks, parser performance was also evaluated on WSJ section
23 and on Brown. Table 4 shows our division of the Brown corpus.

4.1 Using POS Tags

Part-of-speech tags provide an important data feature to statistical parsers [3,5].
Since technical and scientific texts introduce a significant amount of domain-
specific vocabulary (Section 3), a POS-tagger trained only on everyday

5 While PTB examples could be similarly pre-processed prior to training, thereby reduc-
ing the search space while parsing, the reduction would be minor and would mean giving
up a potentially useful distinction in syntactic contexts.
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English is immediately at a disadvantage for tagging such text. Indeed, our
off-the-shelf PTB-trained parser achieves only 84.6% tagging accuracy on GE-
NIA. Consequently, our simple first adaptation step was to retrain the parser’s
POS-tagger on the 1,778 GENIA abstracts not present in the combined tree-
bank (in addition to WSJ sections 2-21). This simple fix raised tagging accuracy
to 95.9%. Correspondingly, parsing accuracy improved from 78.3% to 80.8%
(Table 5).

While such POS-retraining is a direct remedy to learning appropriate tags
for new vocabulary, it is only a partial fix to a larger problem. In particular, the
trees found in PTB codify a relationship between PTB POS tags and constituent
structure, and any mismatch between the tagging schemata used in PTB and
that used by our new corpus could result in misapplication or underutilization of
the bracketing rules acquired by the parser during training. To overcome this, it
is necessary to introduce an additional mapping step which converts between the
two POS tagging schemata. For closely related schemata, this mapping may be
trivial, but this cannot be assumed without a carefully analysis of tag distribution
and usage across the two corpora.

In the case of GENIA, the tagging guidelines used were based on PTB and
only subsequently revised (to improve inter-annotator agreement), so while dif-
ferences do exist, the problem is much less significant than the general case
of arbitrarily different schemata. Reported differences include treatment of hy-
phenated, partial, and foreign terms, and most notably, the distinction between
proper (NNP) and common (NN) nouns [2]. In order to quantitatively assess
the degree to which these and other revisions were made to the tagging scheme,
we extracted the POS distribution for 333 GENIA abstracts (as used in our
unknown word rate experiments from Section 3). From this distribution, we
learned that NNP almost never occurs in GENIA. This meant that our PTB-
trained parser would be unable to leverage PTB’s constituent structure examples
examples that involved proper nouns.

As a preliminary remedy, we simply relabeled all proper nouns as common in
PTB and re-trained the parser. This improved tagging accuracy to 96.4% and pars-
ing accuracy to 81.5% (Table 5). We should note, however, that this solution is
not ideal. While it does allow use of PTB’s NNP-examples, it does so at the cost
of confusing legitimate differences in the syntactic distribution of common and
proper nouns in English (as reflected by a 0.7% loss in accuracy on WSJ evalua-
tion when using this NN-NNP conflated training data). Clearly it would be better
if GENTA’s nouns could be re-tagged to preserve this distinction while preserving
inter-annotator agreement. A first step in this direction would be to perform this
re-tagging automatically based on determiner usage and GENIA’s entity annota-
tions, with success measured by the corresponding impact on parse accuracy. This,
along with a more careful analysis of tagging differences, remains for future work.

We have also evaluated parser performance under the oracle condition of perfect
tags. This was implemented as a soft constraint so that the parser’s joint probabil-
ity model could overrule the oracle tag for cases in which no parse could be found
using it (cases of annotator error or data sparsity). Using the oracle tag 99.8% of
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the time (in addition to other POS adaptations) had almost no impact on parse ac-
curacy, suggesting that further POS-related improvements in parse accuracy will
only come from the sort of careful analysis of the tagging schemata discussed above.

4.2 Using a Domain-Specific Lexicon

Another strategy we employed for lexical adaptation was the use of a domain-
specific dictionary. For biomedicine, such a dictionary is available from the Na-
tional Library of Medicine: the Unified Medical Language System (UMLS) SPE-
CIALIST lexicon [19]. Covering both general English as well as biomedical vo-
cabulary, the SPECIALIST lexicon contains over 415,000 entries (including or-
thographic and morphological variants). Entries are also assigned one of eleven
POS categories specified as part of the lexicon.

Given our finding from Section 4.1 that even oracle POS tags would do little
to improve upon our re-trained POS tagger, we did not make use of lexicon POS
tags. Instead, we restricted our use of the lexicon to extracting collocations. We
then added a hard-constraint to the parser that these collocations could not be
cross-bracketed and that each collocation must represent a flat phrase with no
internal sub-constituents. This approach was motivated by a couple of observa-
tions. On one hand, we observed cases where the parser would be confused by
long compound nouns; in desperation to find the start of a verb phrase, it would
sometimes use part of the compound to head a new verb phrase. Unfortunately,
WSJ sections 2-21 contain approximately 500 verb phrases headed by present-
participle verbs mistagged as nouns, thus making this bizarre bracketing rule
statistically viable. A second observation was the frequency with which we saw
the terms “in vivo” and “in vitro” (treebanked as foreign adjverbial or adjecti-
val collocations) mis-analyzed. Even in biomedical texts, “in” appears far more
often as a preposition than as part of such collocations, and as such, is almost
always mis-parsed in these collocational contexts to head a prepositional phrase.
Our hope was that by preventing such collocations from being cross-bracketted,
we could prevent this class of parsing mistakes.

We found use of lexical collocations did yield a small (0.3%) but statistically
significant improvement in performance over the unmodified parser (Table 5).
However, when combined with either POS or entity adaptations, the lexicon’s
impact on parsing accuracy was statistically insignificant. Our interpretation of
this latter result is that the primary limitation of the lexicon is coverage, despite
its size. That is, when either of the other adaptations were used, the lexicon
did not offer much beyond them. It is not surprising that oracle-knowledge of
entities (Section 4.3) provided greater coverage than the generic dictionary, and
the improvement in tagging from POS adaptation (sharper tag probabilities)
helped somewhat in preventing the verb-ification of some of the long compound
nouns. While the lexicon was the only adaptation to correctly fix “in vivo” type
mistakes, these phrases alone were not sufficiently frequent to provide a statisti-
cally significant improvement in parse accuracy on top of other adaptations. As
such, the primary value of this method would be in cases where such a lexicon
is available but POS tags and labelled entities are not.
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4.3 Using Named-Entities

The primary focus of the GENIA corpus is to support training and evaluation of
automatic named-entity recognition. As such, a variety of biologically meaningful
terms have been annotated in the corpus according to a corpus-defined ontology.
Given the availability of these annotations, we were interested in considering
the extent to which they could be used as a source of lexical information for
parser adaptation.

Given the problems described earlier with regard to lexical collocations being
cross-bracketted by our off-the-shelf PTB-trained parser (Section 4.2), our hope
was that named-entities could be used similarly to lexical collocations in helping
to prevent this class of mistakes. To put it another way, we hoped to exploit
the correlation between named-entities and noun phrase (NP) boundaries. A
common preprocessing step in detecting named-entities is to use a chunker to
find NPs. Our approach was to do the reverse: to use named-entities as a feature
for finding NP boundaries.

Our initial plan was to use the same strategy we had used with dictionary
collocations: to add a hard-constraint to the parser that a named-entity could
not be cross-bracketed and had to represent a flat phrase with no internal sub-
constituents. However, we found upon closer inspection that the entities often
did contain substructure (primarily parenthetical acronyms), and so we relaxed
the flat-constituent constraint and enforced only the cross-bracketing constraint.

As a preliminary step, we evaluated the utility of this method using oracle-
knowledge of named-entities. By itself, this method was roughly equivalent to POS
re-training in improving parsing accuracy from 78.3% to 80.9% (Table 5). But when
combined with POS adaptations, use of named-entities provided another signifi-
cant improvement in performance, from 81.5% to 82.9%. Clearly this is a promising
avenue for further work, and it will be interesting to see how much of this benefit
from the oracle case can be realized when using automatically detected entities.

5 Discussion

We have found only limited use of parsing reported to date for biomedical liter-
ature, thus it is difficult to compare our parsing results against previous work in
parsing this domain. To the best of our knowledge, only one other wide-coverage
parser has been applied to biomedical literature: Grover et al. report 99% cov-
erage using a hand-written grammar with a statistical ranking component [20].
We do not know of any quantitative accuracy figures reported for this domain
other than those described here.

For those interested in mining the biomedical literature, the next important
step will be assessing the utility of PTB-style parsing compared to other pars-
ing models that have been employed for information extraction. There has been
promising work in using PTB-style parses for information extraction by inducing
predicate-argument structures from the output parses [21]. It will be interesting to
see for the biomedical domain how these predicate-argument structures compare
to those induced by other grammar formalisms currently in use, such as HPSG [22].
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The next immediate extension of our work is to evaluate use of detected
named-entities in place of the oracle case described in Section 4.3, replacing the
current hard-constraint with a soft-constraint confidence term to be incorporated
into the parser’s generative model. Performance of named-entity recognition on
GENIA was recently studied as part of a shared task at BioNLP/NLPBA 2004.
The best system achieved 72.6% f-measure [23], though note that this task re-
quired both detection and classification of named-entities. As our usage of en-
tities does not require classification, this number should be considered a lower-
bound in the context of our usage model. We expect this level of accuracy should
be sufficient to improve parse scores, though how much of the oracle benefit we
can realize remains to be seen.

There are also interesting POS issues meriting further investigation. As dis-
cussed in Section 4.1, we would like to find a better solution to the lack of
proper noun annotations in GENIA, perhaps by detecting proper nouns using
determiners and labelled entities. More careful analysis of the differences be-
tween the PTB and GENIA tagging schemata is also needed. Additionally, there
are interesting issues regarding how POS tags are used by the parsing model.
Whereas the Collins’ model [5] treats POS tagging as an external preprocessing
step (a single best tag is input to the parsing model), the Charniak model [3]
generates tag hypotheses as part of its combined generative model, and thus
considers multiple hypotheses in searching for the best parse. The significance
of this is that other components of the generative model can influence tag se-
lection, and Charniak has reported adding this feature to his simulated version
of the Collins model improved its accuracy by 0.6% [24]. However, this result
was for in-domain evaluation; the picture becomes more complicated when we
begin parsing out-of-domain. If we have an in-domain trained POS-tagger, we
might not want a combined model trained on out-of-domain data overruling our
tagger’s predictions. One option may be introducing a weighting factor into the
generative model to indicate the degree of confidence assigned to our tagger
relative to the other components of the combined model.

Another issue for further work is the parsing of paper titles. In the GENIA
development section, only 28% of the titles are sentences whereas 71% are noun
phrases. This distribution is radically different than the rest of the corpus, which
is heavily dominated by sentence-type utterances. As headlines are even more
rare in our WSJ training data than titles are in GENIA (since WSJ contains
full article text), our parser performs miserably at utterance-type detection (i.e.
correctly labelling the top-most node in the parse tree): 58.6%. Correspondingly,
parse accuracy on titles is only 69.1%, which represents a statistically significant
decrease in accuracy in comparison to the entire development section (p = 0.038).
In investigating this, we noticed an oddity in GENIA in that most titles were
encoded in the corpus with an ending period that did not exist in the original
papers the corpus was derived from. By removing these periods, we improved
utterance-type detection to 77.9%. While parse accuracy rose to 72.0%, this
was statistically insignificant (p = 0.082). The solution we would like to move
towards is to respect the legitimate distributional differences between title and
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non-title utterances and parameterize the parser differently for the two cases.
Generally speaking, such “contextual parsing” might allow us to improve parsing
accuracy more widely by parameterizing our parser differently based on where
the current utterance fits in the larger discourse. This example of period usage
in titles also highlights a broader issue that seemingly innocuous issues in corpus
preparation can have significant impact when parsing. As a further example of
this, the choice to (at times) separately tokenize term-embedded parentheses in
GENIA creates unnecessary attachment ambiguity in the resulting parenthetical
phrases. For example, in the phrase “C3a and C3a(desArg)”, “C3a(desArg)” is
tokenized as “C3a ( desArg )”, which produces ambiguity as to whether the
parenthetical should attach low (to the latter “C3a”) or high (to the compound
“C3a and C3a”). Issues such as these remind us to be mindful of the relationship
between corpus preparation and parsing, as well as downstream processing, and
that some issues which appear difficult to resolve while parsing might be handled
more easily at another stage in the processing pipeline.

We view biomedical and other technical texts as providing an interesting set
of challenges and questions for future parsing research. An interesting introduc-
tion to some of these challenges, supported by examples drawn from the domain,
can be found in [25]. A significant question for consideration is the degree to
which these challenges are related to domain knowledge vs. stylistic norms of
the genre. For example, [2] reports that whereas POS determination required
domain expertise, prepositional phrase (PP)-attachment could be largely deter-
mined even by non-biologists. Our own treebanking experience left us with the
opposite impression. For example, in the phrase “gene expression and protein
secretion of IL-6”, should the PP attach high (IL-6 gene expression and protein
secretion) or low (gene expression and IL-6 protein secretion)? Domain knowl-
edge appears to be necessary here for correct resolution. In contrast to this, POS
tags appear to be a distributional rather than a semantic concern. Issues like
this highlight how little we really understand currently about the parameters
of corpus variation. How do the frequencies of different syntactic constructions
vary by genre, and are there key structural variations at work? How do we ef-
fectively adapt parsers in response? These issues remain important topics for
future investigation.
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Abstract. We build a class-based selection preference sub-model to in-
corporate external semantic knowledge from two Chinese electronic se-
mantic dictionaries. This sub-model is combined with modifier-head gen-
eration sub-model. After being optimized on the held out data by the
EM algorithm, our improved parser achieves 79.4% (F1 measure), as well
as a 4.4% relative decrease in error rate on the Penn Chinese Treebank
(CTB). Further analysis of performance improvement indicates that se-
mantic knowledge is helpful for nominal compounds, coordination, and
NoV tagging disambiguation, as well as alleviating the sparseness of in-
formation available in treebank.

1 Introduction

In the recent development of full parsing technology, semantic knowledge is sel-
dom used, though it is known to be useful for resolving syntactic ambiguities.
The reasons for this may be twofold. The first one is that it can be very difficult
to add additional features which are not available in treebanks to generative
models like Collins (see [1]), which are very popular for full parsing. For smaller
tasks, like prepositional phrase attachment disambiguation, semantic knowledge
can be incorporated flexibly using different learning algorithms (see [2,3,4,5]).
For full parsing with generative models, however, incorporating semantic knowl-
edge may involve great changes of model structures. The second reason is that
semantic knowledge from external dictionaries seems to be noisy, ambiguous and
not available in explicit forms, compared with the information from treebanks.
Given these two reasons, it seems to be difficult to combine the two different
information sources—treebank and semantic knowledge-into one integrated sta-
tistical parsing model.

One feasible way to solve this problem is to keep the original parsing model
unchanged and build an additional sub-model to incorporate semantic knowledge
from external dictionaries. The modularity afforded by this approach makes
it easier to expand or update semantic knowledge sources with the treebank

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 70-81, 2005.
© Springer-Verlag Berlin Heidelberg 2005



Parsing the Penn Chinese Treebank with Semantic Knowledge 71

unchanged or vice versa. Further, the combination of the semantic sub-model
and the original parsing model can be optimized automatically.

In this paper, we build a class-based selection preference sub-model, which
is embedded in our lexicalized parsing model, to incorporate external seman-
tic knowledge. We use two Chinese electronic dictionaries and their combi-
nation as our semantic information sources. Several experiments are carried
out on the Penn Chinese Treebank to test our hypotheses. The results indi-
cate that a significant improvement in performance is achieved when seman-
tic knowledge is incorporated into parsing model. Further improvement analy-
sis is made. We confirm that semantic knowledge is indeed useful for nominal
compounds and coordination ambiguity resolution. And surprisingly, semantic
knowledge is also helpful to correct Chinese NoV mistagging errors mentioned
by Levy and Manning (see [12]). Yet another great benefit to incorporating
semantic knowledge is to alleviate the sparseness of information available in
treebank.

2 The Baseline Parser

Our baseline parsing model is similar to the history-based, generative and lexical-
ized Model 1 of Collins (see [1]). In this model, the right hand side of lexicalized
rules is decomposed into smaller linguistic objects as follows:

P(h) — #Ln(1)...Li(I1)) H(h) Ry (11) .. Ron (1) #

The uppercase letters are delexicalized nonterminals, while the lowercase letters
are lexical items, e.g. head word and head tag (part-of-speech tag of the head
word), corresponding to delexicalized nonterminals. H (k) is the head constituent
of the rule from which the head lexical item h is derived according to some head
percolation rules.! The special termination symbol # indicates that there is no
more symbols to the left /right. Accordingly, the rule probability is factored into
three distributions. The first distribution is the probability of generating the
syntactic label of the head constituent of a parent node with label P, head word
Hhw and head tag Hht:

Pry(H|P, Hht, Hhw) .

Then each left /right modifier of head constituent is generated in two steps: first
its syntactic label M; and corresponding head tag M;ht are chosen given context
features from the parent (P), head constituent (H, Hht, Hhw), previously gen-
erated modifier (M;_1, M;_1ht) and other context information like the direction
(dir) and distance? (dis) to the head constituent:

! Here we use the modified head percolation table for Chinese from Xia (see [6]).
2 Qur distance definitions are different for termination symbol and non-termination
symbol, which are similar to Klein and Manning (see [7]).
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Pray(M;, M;ht|HCyy) .
where the history context HC)y is defined as the joint event of
P, H,Hht, Hhw, M;_1, M; _1ht, dir,dis .
Then the new modifier’s head word M;hw is also generated with the probability:
Pry, (Mihw|HCyy, ) -
where the history context HC)y,, is defined as the joint event of
P,H,Hht, Hhw, M;_1, M;_1ht, dir,dis, M;, M;ht .

All the three distributions are smoothed through Witten-Bell interpolation
just like Collins (see [1]). For the distribution Prjs, we build back-off struc-
tures with six levels, which are different from Collins’ since we find our back-off
structures work better than the three-level back-off structures of Collins. For
the distribution Prys, , the parsing model backs off to the history context with
head word Hhw removed, then to the modifier head tag M;ht, just like Collins.
Gildea (see [9]) and Bikel (see [10]) both observed that the effect of bilexical de-
pendencies is greatly impaired due to the sparseness of bilexical statistics. Bikel
even found that the parser only received an estimate that made use of bilexi-
cal statistics a mere 1.49% of the time. However, according to the wisdom of
the parsing community, lexical bigrams, the word pairs (M;hw, Hhw) are very
informative with semantic constraints. Along this line, in this paper, we build
an additional class-based selectional preference sub-model, which is described
in section 3, to make good use of this semantic information through selectional
restrictions between head and modifier words.

Our parser takes segmented but untagged sentences as input. The probability
of unknown words, Pr(uword|tag), is estimated based on the first character of
the word and if the first characters are unseen, the probability is estimated by
absolute discounting.

We do some linguistically motivated re-annotations for the baseline parser.
The first one is marking non-recursive noun phrases from other common noun
phrases without introducing any extra unary levels (see [1,8]). We find this basic
NP re-annotation very helpful for the performance. We think it is because of the
annotation style of the Upenn Chinese Treebank (CTB). According to Xue et al.
(see [11]), noun-noun compounds formed by an uninterrupted sequence of words
POS-tagged as NNs are always left flat because of difficulties in determining
which modifies which. The second re-annotation is marking basic VPs, which we
think is beneficial for reducing multilevel VP adjunction ambiguities (see [12]).

To speed up parsing, we use the beam thresholding techniques in Xiong et
al. (see [13]). In all cases, the thresholding for completed edges is set at ¢t =9
and incomplete edges at it = 7. The performance of the baseline parser is 78.5%
in terms of F1 measure of labeled parse constituents on the same CTB training
and test sets with Bikel et al. (see [14])
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3 Incorporating Semantic Knowledge

In this section, we describe how to incorporate semantic knowledge from external
semantic dictionaries into parsing model to improve the performance. Firstly, we
extract semantic categories through two Chinese electronic semantic dictionaries
and some heuristic rules. Then we build a selection preference sub-model based
on extracted semantic categories. In section 3.3, we present our experiments
and results in detail. And finally, we compare parses from baseline parser with
those from the new parser incorporated with semantic knowledge. We empirically
confirm that semantic knowledge is helpful for nominal compound, coordination
and POS tagging ambiguity resolution. Additionally, we also find that semantic
knowledge can greatly alleviate problems caused by data sparseness.

3.1 Extracting Semantic Categories

Semantic knowledge is not presented in treebanks and therefore has to be ex-
tracted from external knowledge sources. We have two Chinese electronic se-
mantic dictionaries, both are good knowledge sources for us to extract semantic
categories. One is the HowNet dictionary?®, which covers 67,440 words defined
by 2112 different sememes. The other is the " TongYiCi CiLin” expanded version
(henceforth CiLin)?%, which represents 77,343 words in a dendrogram.

HowNet (HN): Each sememe defined by the HowNet is regarded as a semantic
category. And through the hypernym-hyponym relation between different cat-
egories, we can extract semantic categories at various granularity levels. Since
words may have different senses, and therefore different definitions in HowNet,
we just use the first definition of words in HowNet. At the first level HN1, we ex-
tract the first definitions and use them as semantic categories of words. Through
the hypernym ladders, we can get HN2, HN3, by replacing categories at lower
level with their hypernyms at higher level. Table 1 shows information about
words and extracted categories at different levels.

CiLin (CL): CL is a branching diagram, where each node represents a semantic
category. There are three levels in total, and from the top down, 12 categories in
the first level (CL1), 97 categories in the second level (CL2), 1400 categories in
the third level (CL3). We extract semantic categories at level CL1, CL2 and CL3.

HowNet+CiLin: Since the two dictionaries have different ontologies and rep-
resentations of semantic categories, we establish a strategy to combine them:
HowNet is used as a primary dictionary, and CiLin as a secondary dictionary.
If a word is not found in HowNet but found in Cilin, we will look up other
words from its synset defined by CiLin in HowNet. If HowNet query succeeds,
the corresponding semantic category in HowNet will be assigned to this word.

3 http://www.keenage.com/.
4 The dictionary is recorded and expanded by Information Retrieval Laboratory,
Harbin Institute of Technology.



74 D. Xiong et al.

Table 1. Sizes and coverage of words and semantic categories from different semantic
knowledge sources

Data HN1 HN2 HN3 CL1 CL2 CL3

words in train 9522 6040 6469
words in test 1824 1538 1581
words in both 1412 1293 1310
classes in train - 1054 381 118 12 92 1033
classes in test - 520 251 93 12 79 569
classes in both - 504 248 93 12 79 552

According to our experimental results, we choose HN2 as the primary semantic
category set and combine it with CL1, CL2 and CL3.

Heuristic Rules (HR): Numbers and time expressions are recognized using
simple heuristic rules. For a better recognition, one can define accurate regular
expressions. However, we just collect suffixes and feature characters to match
strings. For example, Chinese numbers are strings whose characters all come
from a predefined set. These two classes are merged into HowNet and labelled
by semantic categories from HowNet.

In our experiments, we combine HN2, CL1/2/3, and HR as our external
sources. In these combinations {HN2+CL1/2/3+HR}, all semantic classes come
from the primary semantic category set HN2, therefore we get the same class
coverage that we obtain from the single source HN2 but a bigger word coverage.
The number of covered words of these combinations in {train, test, both} is
{7911, 1672, 1372} respectively.

3.2 Building Class-Based Selection Preference Sub-model

There are several ways to incorporate semantic knowledge into parsing model.
Bikel (see [15]) suggested a way to capture semantic preferences by employing
bilexical-class statistics, in other words, dependencies among head-modifier word
classes. Bikel did not carry it out and therefore greater details are not available.
However, the key point, we think, is to use classes extracted from semantic
dictionary, instead of words, to model semantic dependencies between head and
modifier. Accordingly, we build a similar bilexical-class sub-model as follows:

PTclass (CMihw |Oth, Hht, Miht, dZT) .

where Cr,nw and Crp represent semantic categories of words M;hw and H hw,
respectively. This model is combined with sub-model Prjys, to form a mixture
model P,;.:

Proiz = APry, + (1 = XN)Prejass - (1)

A is hand-optimized, and an improvement of about 0.5% in terms of F1 measure is
gained. However, even a very slight change in the value of A, e.g. 0.001, will have
a great effect on the performance. Besides, it seems that the connection between
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entropy, i.e. the total negative logarithm of the inside probability of trees, and F1
measure, is lost, while this relation is observed in many experiments. Therefore,
automatic optimization algorithms, like EM, can not work in this mixture model.
The reason, we guess, is that biclass dependencies among head-modifier word
classes seem too coarse-grained to capture semantic preferences between head
and modifier. In most cases, a head word has a strong semantic constraints on
the concept k of mw, one of its modifier words, but that doesn’t mean other
words in the same class with the head word has the same semantic preferences
on the concept . For example, the verb eat impose a selection restriction on
its object modifier®: it has to be solid food. On the other hand, the verb drink
specifies its object modifier to be liquid beverage. At the level HN2, verb eat
and drink have the same semantic category metabolize. However, they impose
different selection preferences on their PATIENT roles.

To sum up, bilexical dependencies are too fine-grained when being used to
capture semantic preferences and therefore lead to serious data sparseness. Bi-
class dependencies, which result in an unstable performance improvement, on the
other hand, seem to be too coarse-grained for semantic preferences. We build a
class-based selection preference model:

Prsel(CMihw|thuP) .

This model is similar to Resnik (see [2]). We use the parent node label P to
represent the grammatical relation between head and modifier. Besides, in this
model, only modifier word is replaced with its semantic category. The depen-
dencies between head word and modifier word class seem to be just right for
capturing these semantic preferences.

The final mixture model is the combination of the class-based selection pref-
erence sub-model Prg.; and modifier-head generation sub-model Pryy, :

Proiz = APra, + (1 — XN)Prge - (2)

Since the connection between entropy and F1 measure is observed again, EM
algorithm is used to optimize A. Just like Levy (see [12]), we set aside articles 1-
25 in CTB as held out data for EM algorithm and use articles 26-270 as training
data during A optimization.

3.3 Experimental Results

We have designed several experiments to check the power of our class-based se-
lection preference model with different semantic data sources. In all experiments,
we first use the EM algorithm to optimize the parameter A\. As mentioned above,
during parameter optimization, articles 1-25 are used as held out data and ar-
ticles 26-270 are used as training data. Then we test our mixture model with
optimized parameter A using the training data of articles 1-270 and test data of
articles 271-300 of length at most 40 words.

5 According to Thematic Role theory, this modifier has a PATIENT role.
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Table 2. Results for incorporating different semantic knowledge sources. The baseline
parser is described in Sect. 2. in detail.

Baseline HN1 HN2 HN3 CL1 CL2 CL3
F1(%) 785 78.6 79.1 78.9 77.5 78.7 78.8

Table 3. Results for combinations of different semantic knowledge sources

Baseline HN2+CL1+HR HN2+4-CL2+HR HN2+CL3+HR
F1(%) 178.5 79.2 79.4 79.3

Firstly, we carry out experiments on HowNet and CiLin, separately. Exper-
imental results are presented in Table 2. As can be seen, CiLin has a greater
coverage of words than that of HowNet, however, it works worse than HowNet.
And at the level CL1, coarse-grained classes even yield degraded results. It’s dif-
ficult to explain this, but the main reason may be that HowNet has a fine-grained
and substantial ontology while CiLin is designed only as a synset container.

Since HowNet has a better semantic representation and CiLin better cov-
erage, we want to combine them. The combination is described in Sect. 3.1,
where HN2 is used as the primary semantic category set. Words found by CiLin
and heuristic rules are labelled by semantic categories from HN2. Results are
shown in Table 3. Although external sources HN2+CL1/2/34+HR have the iden-
tical word coverage and yield exactly the same number of classes, the different
word-class distributions in them lead to the different results.

Due to the combination of HN2, CL2 and HR, we see that our new parser
with external semantic knowledge outperforms the baseline parser by 0.9% in
F1 measure. Given we are already at the 78% level of accuracy, an improve-
ment of 0.9% is well worth obtaining and confirms the importance of semantic
dependencies on parsing. Further, we do the significance test using Bikel’s sig-
nificance tester® which is modified to output p-value for F1. The significance
level for F-score is at most (43376 +1)/(1048576+4 1) = 0.041. A second 1048576
iteration produces the similar result. Therefore the improvement is statistically
significant.

3.4 Performance Improvement Analysis

We manually analyze parsing errors of the baseline parser (BP) as well as per-
formance improvement of the new parser (I P) with semantic knowledge from
the combination of HN2, CL2 and HR. Improvement analysis can provide an
additional valuable perspective: how semantic knowledge helps to resolve some
ambiguities. We compare BP and I P on the test data parse by parse. There are
299 sentences of length at most 40 words among the total 348 test sentences. The
two parsers BP and IP found different parses for 102 sentences, among which

6 See http://www.cis.upenn.edu/ dbikel/software.html
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Table 4. Frequency of parsing improvement types. AR represents ambiguity resolution.

Type Count Percent (%)
Nominal Compound AR 19 38
Coordination AR 9 18
NoV AR in NoV+noun 6 12
Other AR 16 32

I P yields better parse trees for 47 sentences according to the gold standard trees.
We have concentrated on these 47 sentences and compared parse trees found by
1P with those found by BP. Frequencies of major types of parsing improvement
is presented in Table 4. Levy and Manning (see [12])(henceforth L&M) observed
the top three parsing error types: NP-NP modification, Coordination and NoV
mistagging, which are also common in our baseline parser. As can be seen, our
improved parser can address these types of ambiguities to some extent through
semantic knowledge.

Nominal Compounds (NCs) Disambiguation: Nominal compounds are no-
torious “every way ambiguous” constructions.” The different semantic interpre-
tations have different dependency structures. According to L&M, this ambiguity
will be addressed by the dependency model when word frequencies are large
enough to be reliable. However, even for the treebank central to a certain topic,
many very plausible dependencies occur only once.® A good technique for re-
solving this conflict is to generalize the dependencies from word pairs to word-
class pairs. Such generalized dependencies, as noted in section 3.2, can capture
semantic preferences, as well as alleviate the data sparseness associated with
standard bilexical statistics. In our class-based selection preference model, if the
frequency of pair [Cprpw, Hhw]? is large enough, the parser can interpret nominal
compounds correctly, that is, it can tell which modify which.

NCs are always parsed as flatter structures by our baseline parser, just like
the tree a. in Figure 1. This is partly because of the annotation style of CTB,
where there is no NP-internal structure. For these NCs without internal analysis,
we re-annotated them as basic NPs with label NPB, as mentioned in section 2.
This re-annotation really helps. Another reason is that the baseline parser, or
the modifier word generating sub-model Py, , can not capture hierarchical se-
mantic dependencies of internal structures of NCs due to the sparseness of bilex-
ical dependencies. In our new parser, however, the selection preference model is
able to build semantically preferable structures through word-class dependency
statistics. For NCs like (n1, ng,ns), where n; is a noun, dependency structures

7 “Every way ambiguous” constructions are those for which the number of analy-
ses is the number of binary trees over the terminal elements. Prepositional phrase
attachment, coordination, and nominal compounds are all ”every way ambiguous”
constructions.

8 Just as Klein et al. (see [8]) said, one million words of training data just isn’t enough.

9 Henceforth, [s1,s2] denotes a dependency structure, where s; is a modifier word or
its semantic class (C'), and sz is the head word.
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a. NPB b. NP
NR NN NN NP NPB
I \ P \
HRE B RRAL NI‘DB NI‘DB N‘N
NR NN g
\ \
TRt O

Fig. 1. Nominal Compounds: The North Korean government’s special envoy. a. is the
incorrect flat parse, b. is the right one in corpus

{[Chy,n2], [Chy, 3], [Cry,y ]} will be checked in terms of semantic acceptability
and semantically preferable structures will be built finally. For more complicated
NCs, similar analysis follows.

In our example (see Fig. 1.), the counts of word dependencies [FHE /North
Korea, BUR /government] and [W % /North Korea, 1 /special envoy/ in the
training data both are 0. Therefore, it is impossible for the baseline parser to
have a preference between these two dependency structures. On the other hand,
the counts of word-class dependencies SRUE{E,BUR /government], where >KJ5{H
is the semantic category of ¥ifif in HN2, is much larger than the counts of SR
B, F+8 /special envoy] and [A1ZR Rl /special envoy], where 4141 is the semantic
category of BUff in the training data. Therefore, the dependency structure of
[iite /North Korea, BURF /government] will be built.

Coordination Disambiguation: Coordination is another kind of “every way
ambiguous” construction. For coordination structures, the head word is meaning-
less. But that doesn’t matter, since semantic dependency between the spurious
head and modifier will be used to measure the meaning similarity of coordinated
structures. Therefore, our selection preference model still works in coordination
constructions. We have also found VP coordination ambiguity, which is similar
to that observed by L&M. The latter VP in coordinated VPs is often parsed as
an IP due to pro-drop by the baseline parser. That is, the coordinated structure
VP is parsed as: VP? — VP'IP?. This parse will be penalized by the selection
preference model because the hypothesis that the head word of IP? has a sim-
ilar meaning to the head word of VP! under the grammatical relation V P° is
infrequent.

NoV-ambiguous Tagging Disambiguation: The lack of overt morphological
marking for transforming verbal words to nominal words in Chinese results in
ambiguity between these two categories. L&M argued that the way to resolve
this ambiguity is to look at more external context, like some function words,
e.g. adverbial or prenominal modifiers, co-occurring with NoV-ambiguous words.
However, in some cases, NoV-ambiguous words can be tagged correctly without
external context. Chen et al. (see [16]) studied the pattern of No V+noun, which
will be analyzed as a predicate-object structure if NoV'is a verb and a modifier-
noun structure if No V'is a noun. They found that in most cases, this pattern can
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a. VP b. NPB
S PN
VPB NPB NN NN
\ \ \ |
VV NN S T %
\ \

Fig. 2. NoV-ambiguity: a. implement plans (incorrect parse) versus b. implementation
plans (corpus)

Table 5. Previous Results on CTB parsing for sentences of length at most 40 words

LP LR F1
Bikel and Chiang 2000 77.2 76.2 76.7
Levy and Manning 2003 78.4 79.2 78.8
Present work 80.1 78.7 79.4
Bikel Thesis 2004 81.2 78.0 79.6
Chiang and Bikel 2002 81.1 78.8 79.9

be parsed correctly without any external context. Furthermore, they argued that
semantic preferences are helpful for the resolution of ambiguity between these
two different structures. In our selection preference model, semantic preferences
interweave with grammatical relations. These semantic dependencies impose con-
straints on the structure of the pattern NoV+noun and therefore on the POS
tag of NoV. Figure 2 shows our new parser can correct NoV mistagging errors
occurring in the pattern of No V+noun.

Smoothing: Besides the three ambiguity resolution noted above, semantic knowl-
edge indeed helps alleviate the fundamental sparseness of the lexical dependency
information available in the CTB. For many word pairs /mod,head], whose count
information is not available in the training data, the dependency statistics of head
and modifier can still work through the semantic category of mod. During our man-
ual analysis of performance improvement, many other structural ambiguities are
addressed due to the smoothing function of semantic knowledge.

4 Related Work on CTB Parsing

Previous work on CTB parsing and their results are shown in table 5. Bikel and
Chiang (see [14]) used two different models on CTB, one based on the modi-
fied BBN model which is very similar to our baseline model, the other on Tree
Insertion Grammar (TIG). While our baseline model used the same unknown
word threshold with Bikel and Chiang but smaller beam width, our result out-
performs theirs due to other features like distance, basic NP re-annotation used
by our baseline model. Levy and Manning (see [12]) used a factored model with
rich re-annotations guided by error analysis. In the baseline model, we also used
several re-annotations but find most re-annotations they suggested do not fit
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our model. The three parsing error types expounded above are also found by
L&M. However, we used more efficient measures to keep our improved model
from these errors.

The work of Bikel thesis (see [10]) emulated Collins’ model and created a
language package to Chinese parsing. He used subcat frames and an additional
POS tagger for unseen words. Chiang and Bikel (see [17]) used the EM algorithm
on the same TIG-parser to improve the head percolation table for Chinese pars-
ing. Both these two parsers used fine-tuned features recovered from the treebank
that our model does not use. This leads to better results and indicates that there
is still room of improvement for our model.

5 Conclusions

We have shown that how semantic knowledge may be incorporated into a gener-
ative model for full parsing, which reaches 79.4% in CTB. Experimental results
are quite consistent with our intuition. After the manual analysis of performance
improvement, the working mechanism of semantic knowledge in the selection
preference model is quite clear:

1. Using semantic categories extracted from external dictionaries, the class-
based selection preference model first generalizes standard bilexical depen-
dencies, some of which are not available in training data, to word-class de-
pendencies. These dependencies are neither too fine-grained nor too coarse-
grained compared with bilexical and biclass dependencies, and really help to
alleviate fundamental information sparseness in treebank.

2. Based on the generalized word-class pairs, semantic dependencies are cap-
tured and used to address different kinds of ambiguities, like nominal com-
pounds, coordination construction, even NoV-ambiguous words tagging.

Our experiments show that generative models have room for improvement
by employing semantic knowledge. And that may be also true for discrimina-
tive models, since these models can easily incorporate richer features in a well-
founded fashion. This is the subject of our future work.
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Manabu Sassano

Fujitsu Laboratories, Ltd., 4-1-1, Kamikodanaka, Nakahara-ku,
Kawasaki 211-8588, Japan
sassano@jp.fujitsu.com

Abstract. We explore the use of a partially annotated corpus to build a depen-
dency parser for Japanese. We examine two types of partially annotated corpora.
It is found that a parser trained with a corpus that does not have any grammatical
tags for words can demonstrate an accuracy of 87.38%, which is comparable to
the current state-of-the-art accuracy on the Kyoto University Corpus. In contrast,
a parser trained with a corpus that has only dependency annotations for each
two adjacent bunsetsus (chunks) shows moderate performance. Nonetheless, it
is notable that features based on character n-grams are found very useful for a
dependency parser for Japanese.

1 Introduction

Corpus-based supervised learning is now a standard approach to build a system which
shows high performance for a given task in NLP. However, the weakness of such ap-
proach is to need an annotated corpus. Corpus annotation is labor intensive and very
expensive. To reduce or avoid the cost of annotation, various approaches are proposed,
which include unsupervised learning, minimally supervised learning (e.g., [1]), and ac-
tive learning (e.g., [2,3]).

To discuss clearly the cost of corpus annotation, we here consider a simple model
of the cost:

annotation cost Z c(t)n(t)
t

where ¢ is a type of annotation such as POS tagging, chunk tagging, etc., c(t) is a cost
per type ¢ annotation, and n(t) is the number of type ¢ annotation.

Previous work to tackle the problem of annotation cost has mainly focused on reduc-
ing n(t). For example, in active learning, useful examples to be annotated are selected
based on some criteria, and then the number of examples to be annotated is considerably
reduced. In contrast, we here focus on reducing ¢(t) instead of n(¢). Obviously, if some
portion of annotations are not given, the performance of a NLP system will deteriorate.
The question here is how much the performance deteriorates. Is there a good trade-off
between saving the cost and losing the performance?

Minimizing portions of annotations is also very important from the point of view of
engineering. Suppose that we want to build an annotated corpus to make a parser for
some real-world application. The design and strategy of corpus annotation is crucial in
order to get a good parser while saving the cost. Furthermore, we have to keep in mind

R. Dale et al. (Eds.): IICNLP 2005, LNAI 3651, pp. 82-92, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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the maintenance cost of both the corpus and the parser. For example, we may find some
errors in the annotations and the design of linguistic categories. In this situation fewer
annotations lead to saving the cost because the corpus is more stable and less prone
to errors.

The main purpose of this study is to explore the use of a partially annotated corpus
to build a dependency parser for Japanese. In this paper, we describe experiments to
investigate the feasibility of a partially annotated corpus. In addition, we propose fea-
tures for parsing which are based on character n-grams. Even if grammatical tags are
not given, a parser with these features demonstrates better performance than does the
maximum entropy parser [4] with full grammatical features. Similarly, we have con-
ducted experiments on bunsetsu (described in Sect. 2.1) chunking trained with a corpus
which does not have grammatical tags. After that, we have tested a parser trained with
a corpus which is partially annotated for dependency structures.

2 Parsing Japanese

2.1 Syntactic Properties of Japanese

The Japanese language is basically an SOV language. Word order is relatively free. In
English the syntactic function of each word is represented with word order, while in
Japanese postpositions represent the syntactic function of each word. For example, one
or more postpositions following a noun play a similar role to declension of nouns in
German, which indicates a grammatical case.

Based on such properties, the concept of bunsetsus' was devised and has been used
to describe the structure of a sentence in Japanese. A bunsetsu consists of one or more
content words followed by zero or more function words. By defining a bunsetsu like
that, we can analyze a sentence in a similar way that is used when analyzing the gram-
matical role of words in inflecting languages like German.

Thus, strictly speaking, bunsetsu order rather than word order is free except the
bunsetsu that contains the main verb of a sentence. Such bunsetsu must be placed at
the end of the sentence. For example, the following two sentences have an identical
meaning: (1) Ken-ga kanojo-ni hon-wo age-ta. (2) Ken-ga hon-wo kanojo-ni age-ta.
(-ga: subject marker, -ni: dative case particle, -wo: accusative case particle. English
translation: Ken gave a book to her.) Note that the rightmost bunsetsu ‘age-ta,” which
is composed of a verb stem and a past tense marker, has to be placed at the end of the
sentence.

We here list the constraints of Japanese dependency including ones mentioned above.

C1. Each bunsetsu has only one head except the rightmost one.
C2. Each head bunsetsu is always placed at the right hand side of its modifier.
C3. Dependencies do not cross one another.

These properties are basically shared also with Korean and Mongolian.

! The word ‘bunsetsu’ in Japanese is composed of two Chinese characters, i.e., ‘bun’ and ‘setsu.’
‘Bun’ means a sentence and ‘setsu’ means a segment. A ‘bunsetsu’ is considered to be a
small syntactic segment in a sentence. A eojeol in Korean [5] is almost the same concept as a
bunsetsu. Chunks defined in [6] for English are also very similar to bunsetsus.
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2.2 Typical Steps of Parsing Japanese

Because Japanese has the properties above, the following steps are very common in
parsing Japanese:

S1. Break a sentence into morphemes (i.e. morphological analysis).

S2. Chunk them into bunsetsus.

S3. Analyze dependencies between these bunsetsus.

S4. Label each dependency with a semantic role such as agent, object, location, etc.

Note that since Japanese does not have explicit word delimiters like white spaces, we
first have to tokenize a sentence into morphemes and at the same time give a POS tag
to each morpheme (S1). Therefore, when building an annotated corpus of Japanese, we
have to decide boundaries of each word (morpheme) and POS tags of all the words.

3 Experimental Setup

3.1 Parsing Algorithm

We employ the Stack Dependency Analysis (SDA) algorithm [7] to analyze the depen-
dency structure of a sentence in Japanese. This algorithm, which takes advantage of C1,
C2, and C3 in Sect. 2.1, is very simple and easy to implement. Sassano [7] has proved
its efficiency in terms of time complexity and reported the best accuracy on the Kyoto
University Corpus [8]. The SDA algorithm as well as Cascaded Chunking Model [9] is
a shift-reduce type algorithm.

The pseudo code of SDA is shown in Fig. 1. This algorithm is used with any esti-
mator that decides whether a bunsetsu modifies another bunsetsu. A trainable classifier,
such as an SVM, a decision tree, etc., is a typical choice for the estimator.

3.2 Corpus

To facilitate comparison with previous results, we used the Kyoto University Corpus
Version 2 [8]. Parsers used in experiments were trained on the articles on January 1st
through 8th (7,958 sentences) and tested on the articles on January 9th (1,246 sen-
tences). The articles on January 10th were used for development. The usage of these
articles is the same as in [4,10,9,7].

3.3 Choice for Classifiers

We use SVMs [11] for estimating dependencies between two bunsetsus because they
have excellent properties. One of them is that combinations of features in an example
are automatically considered with polynomial kernels. Excellent performance has been
reported for many NLP tasks including Japanese dependency parsing, e.g., [9]. Please
see [11] for formal descriptions of SVMs.

3.4 SVM Setting

Polynomial kernels with the degree of 3 are used and the misclassification costis setto 1.
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1
/Il Input: N: the number of bunsetsus in a sentence.
/I wll: an array that keeps a sequence of bunsetsus in the sentence.
1
/] Output: outdep[]: an integer array that stores an analysis result,
/Il i.e., dependencies between the bunsetsus. For example, the
/I head of wl[j] is outdeplj].
1
/I stack: a stack that holds IDs of modifier bunsetsus
/I in the sentence. If it is empty, the pop method
/I returns EMPTY (—1).
1
// function estimate dependency(j, i, w[]):
/I a function that returns non-zero when the j-th
/Il bunsetsu should modify the i-th bunsetsu.
/I Otherwise returns zero.
1
procedure analyze(w[], N, outdep[])
/I Push O on the stack.
stack.push(0);
/I Variable i for a head and j for a modifier.
for (inti=1;i < N;i++) {
/I Pop a value off the stack.
int j = stack.pop();
while (j != EMPTY && (i==N — 1 || estimate dependency(j, i, w))) {
/Il The j-th bunsetsu modifies the i-th bunsetsu.
outdep[j] =1;
/I Pop a value off the stack to update j.
j = stack.pop();
}
if (j '= EMPTY)
stack.push(j);
stack.push(i);

Fig. 1. Pseudo code of the Stack Dependency Analysis algorithm. Note that “i == N — 17
means the i-th bunsetsu is the rightmost one in the sentence. Any classifiers can be used in esti-
mate dependency().

4 Dropping POS Tags

First we conducted experiments on dropping POS tags. In corpus building for a parser,
disambiguating POS tags is one of time consuming tasks. In addition, it takes much
time to prepare guidelines for POS tagging. Furthermore, in the case of a Japanese
corpus, we will need more time because we have to deal with word boundaries as well
as POS tags. Therefore, it would be desirable to avoid or reduce POS annotations while
minimizing the loss of performance of the parser.
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4.1 Features

To examine the effect of dropping POS tags, we built the following four sets of features
and measured parsing performance with these feature sets.

Standard Features. By the “standard features” here we mean the feature set commonly
used in [4,10,12,9,7]. We employ the features below for each bunsetsu:

1. Rightmost Content Word - major POS, minor POS, conjugation type, conjugation
form, surface form (lexicalized form)

2. Rightmost Function Word - major POS, minor POS, conjugation type, conjugation
form, surface form (lexicalized form)

3. Punctuation (periods, and commas)

4. Open parentheses and close parentheses

5. Location - at the beginning of the sentence or at the end of the sentence.

In addition, features as to the gap between two bunsetsus are also used. They include:
distance, particles, parentheses, and punctuation.

Words-Only Features. If POS tags are not available, we have to use only tokens
(words) as features. In addition, we cannot identify easily content words and function
words in a bunsetsu. Therefore, we here chose the simplest form of feature sets. We con-
structed a bag of words in each bunsetsu and then used them as features. For example,
we assume that there are three words in a bunsetsu: keisan (computational), gengogaku
(linguistics), no (of). In this case we get {keisan, gengogaku, no} as features.

Character N-Gram Features. Next we constructed a feature set without word bound-
aries or POS tags. In this feature set, we can use only the character string of a bunsetsu.
At first glance, such a feature set is silly and it seems that a corpus without POS tags
cannot yield a good parser. It is because no explicit syntactic information is given.

Can we extract good features from a string? We found useful ideas in Sato and
Kawase’s papers [13,14]. They define a similarity score between two sentences in
Japanese and use it for ranking translation examples. Their similarity score is based on
character subsequence matching. Just raw character strings are used and neither mor-
phological analysis, POS tagging, nor parsing is applied. Although no advanced analy-
sis was applied, they had good results enough for translation-aid. In [13], DP matching
based scores are investigated, and in [14], the number of common 2-grams and 3-grams
of characters between two sentences is incorporated into a similarity score.

In our experiments we use blended n-grams which are both 1-grams and 2-grams.
All the 1-grams and 2-grams from the character string of a bunsetsu are extracted as
features. For example, suppose we have a bunsetsu the string of which is a sequence of
three characters: kano-jo-no where ‘-’ represents a boundary between Japanese charac-
ters and this string is actually written with three characters in Japanese. The following
features are extracted from the string: kano, jo, no, $-kano, kano-jo, jo-no, no-$, where
‘$’ represents a bunsetsu boundary.

Combination of “‘Standard Features’ and Character N-grams. The fourth feature
set that we have investigated is a combination of “standard features” and character n-
grams, which are described in the previous subsection.



Using a Partially Annotated Corpus 87

4.2 Results and Discussion

Performance of parsers trained with these feature sets on the development set and
the test set is shown in Table 1. For comparison to previous work we use the stan-
dard measures for the Kyoto University Corpus: dependency accuracy and sentence
accuracy. The dependency accuracy is the percentage of correct dependencies and the
sentence accuracy is the percentage of sentences, all the dependencies in which are
correctly analyzed.

Table 1. Performance on Development Set and Test Set

Dev. Set Test Set
Feature Set Dep. Acc. Sent. Acc. Dep. Acc. Sent. Acc.
“Standard” 88.97 46.18 88.72 45.28
Bag of Words (Words Only) 85.22 35.02 84.43 34.95
Character N-Grams 87.79 42.66 87.38 40.84

“Standard” + Character N-Grams  89.72 47.04 89.07 46.89

To our surprise, the parser with the feature set based on character n-grams achieved
an accuracy of 87.38%, which is very good. Although this is worse than that of “stan-
dard feature set,” the performance is still surprising. We considered POS tags were
essential for parsing. Why so successful?

The reason would be explained by the writing system of Japanese and its usage. In
modern Japanese text mainly five different scripts are used: kanji, hiragana, katakana,
Arabic numerals, and Latin letters. Usage of these scripts indicates implicitly the gram-
matical role of a word. For example, kanji is mainly used to represent nouns or stems of
verbs and adjectives. It is never used for particles, which are always written in hiragana.
Essential morphological and syntactic categories are also often indicated in hiragana.
Conjugation forms of verbs and adjectives are represented with one or two hiragana
characters. Syntactic roles of a bunsetsu are often indicated by the rightmost morpheme
in it. Most of such morphemes are endings of verbs or adjectives, or particles. In other
words, the rightmost characters in a bunsetsu are expected to indicate the syntactic role
of a bunsetsu.

Bunsetsu Chunking. After we observed the results of the experiments on parsing, a
new question arose to us. Can we chunk tokens to bunsetsus without POS tags, too? We
carried out additional experiments on bunsetsu chunking. Following [15], we encode
bunsetsu chunking as a tagging problem. In bunsetsu chunking, we use the chunk tag
set {B, I} where B marks the first word of some bunsetsu and words marked I are
inside a bunsetsu. In these experiments on bunsetsu chunking, we estimated the chunk
tag of each word using a SVM from five words and their derived attributes. These five
words are a word to be estimated and its two preceding/following words. Features are
extracted from the followings for each word: word (token) itself, major POS, minor
POS, conjugation type, conjugation form, the leftmost character, the character type of
the leftmost character, the rightmost character, and the character type of the rightmost
character. A character type has a value which indicates a script. It can be either kanji,
hiragana, katakana, Arabic numerals, or Latin letters.
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We conducted experiments with four sets of features. Performance on the develop-
ment set and the test set is shown in Table 2. We used the same performance measures
as in [16]. Precision (p) is defined as the percentage of words correctly marked B among
all the words that the system marked B. Recall (r) is defined as the percentage of words
correctly marked B among all the words that are marked B in the training set. F-measure
is defined as: F-measure = 2pq/(p + q).

Table 2. Bunsetsu Chunking Performance on Development Set and Test Set. Grammatical tags
include POS tags and conjugation types/forms.

Feature Set Dev. Set (F) Test Set (F)
Surface Form + Grammatical Tags 99.58 99.57
Surface Form Only 97.65 97.02
Surface Form + Char. Features (No Grammatical Tags)  99.09 99.07
Mixed 99.64 99.64

The bunsetsu chunker with surface forms only yielded worse performance than did
that with the grammatical tags including major/minor POS and conjugation type/form.
However, the chunker with character features achieved good performance even if gram-
matical tags are not available. In addition, the feature set in which all the available
features are used gives the best among the feature sets we tested. Again we found that
features based on characters compensate performance deterioration caused by no gram-
matical tags.

We have found that both a practical parser and a practical bunsetsu chunker can be
constructed from a corpus which does not have POS information. This means we can
make a parser for Japanese which is less dependent on a morphological analyzer. It
would be useful for improving the modularity of an analysis system for Japanese.

5 Dropping Longer Dependency Annotations

As previous work [4,17] reports, approximately 65% of bunsetsus modify the one on
their immediate right hand side. From this observation, we simplify dependency an-
notations. For each bunsetsu we give either the D tag or O where bunsetsus marked
D modify the one on their immediate right hand side and bunsetsus marked O do not.

Ken-ga kanojo-ni ano hon-wo age-ta.
Ken-subj to her that book-acc gave.

1D 0 1 2 3 4
Head 4 4 3 4 -
{D,0} 0 0 D D -

Fig. 2. Sample sentence with dependency annotations. Bunsetsus marked D modify the one on
their immediate right hand side and bunsetsus marked O do not. An English translation is “Ken
gave that book to her.”
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Figure 2 shows a sample sentence with dependency annotations. This encoding scheme
represents some portion of the dependency structure of a sentence. Annotating under
this scheme is easier than selecting the head of each bunsetsu. We examined usefulness
of this type of partially annotated corpus following the encoding scheme above.

5.1 Using Partial Dependency Annotations

The SDA algorithm, which we employ for experiments, can work with a partially an-
notated corpus to parse a sentence in Japanese?. In training, first we construct a training
set only from dependency annotations between two adjacent bunsetsus. We ignore re-
lations between two bunsetsus which have a longer dependency. After that, we train a
classifier for parsing from the training set. In testing, we use the classifier for both two
adjacent bunsetsus and other pairs of bunsetsus.

5.2 Results and Discussion

Performance on the development set and the test set are shown in Table 3.

The parser trained with the partially annotated corpus yielded good performance.
However, its accuracy is considerably worse than that of the parser with the fully an-
notated corpus. This tendency is clearer in terms of sentence accuracy. To examine
differences in terms of quantity, we plot the learning curves with the two corpora. The
curves are shown in Fig. 3.

Table 3. Performance of parsers trained with the fully annotated corpus and the partially anno-
tated corpus

# of Training Dev. Set Test Set
Training Set Examples Dep. Acc. Sent. Acc. Dep. Acc. Sent. Acc.
Full 98,689 88.97 46.18 88.72 45.28

Adjacent Annotations Only 61,899 85.65 38.00 85.50 38.58

How many sentences which are partially annotated do we need in order to achieve
a given accuracy with some number of fully annotated sentences? It is found that we
need 8 — 17 times the number of sentences when using the partially annotated corpus
instead of the fully annotated one. If hiring linguistic experts for annotation is much
more expensive than hiring non experts, or it is difficult to find a large enough number
of experts, this type of partially annotated corpus could be useful.

The naive approach we examined was not so effective in the light of the number of
sentences to be required. However, we should note that a partially annotated corpus is
easier to maintain the consistency of annotations.

6 Related Work

In this section we briefly review related work from three points of view, i.e., parsing
performance, the use of partially annotated corpora, and the use of character n-grams.

% Cascaded Chunking Model [9] also can be applicable to use a partially annotated corpus.
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Fig. 3. Learning curves of parsers trained with the partially annotated corpus and the fully anno-
tated corpus

Parsing Performance. Although improvement of the performance of a parser is not
a primary concern in this paper, comparison with other results will indicate to us how
practical the parser is. Table 4 summarizes comparison to related work on parsing accu-
racy. Our parsers demonstrated good performance although they did not outperform the
best. It is notable that the parser which does not use any explicit grammatical tags out-
performs one by [4], which employs a maximum entropy model with full grammatical
features given by a morphological analyzer.

Table 4. Comparison to related work on parsing accuracy. KM02 = Kudo and Matsumoto 2002
[9], KMO00 = Kudo and Matsumoto 2000 [12], USI99 = Uchimoto et al. 1999 [4], Seki00 = Sekine
2000 [18], and Sass04 = Sassano 2004 [7].

Algorithm/Model/Features Acc.(%)
This paper Stack Dependency Analysis (cubic SVM) w/ char. n-grams 89.07

Stack Dependency Analysis (cubic SVM) w/ char. n-grams, no POS 87.38
Sass04 Stack Dependency Analysis (cubic SVM) w/ various enriched features 89.56

KMO02 Cascaded Chunking (cubic SVM) w/ dynamic features 89.29
KMO00 Backward Beam Search (cubic SVM) 89.09
USI99 Backward Beam Search (MaxEnt) 87.14
Seki00 Deterministic Finite State Transducer 77.97

Use of Partially Annotated Corpora. Several papers address the use of partially anno-
tated corpora. Pereira and Schabes [19] proposed an algorithm of inferring a stochastic
context-free grammar from a partially bracketed corpus. Riezler et al. [20] presented
a method of discriminative estimation of an exponential model on LFG parses from
partially labeled data.

Our study differs in that we focus more on avoiding expensive types of annotations
while minimizing the loss of performance of a parser.
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Use of Character N-grams. Character n-grams are often used for POS tagging of un-
known words, unsupervised POS tagging, and measures of string similarity. The num-
ber of common n-grams between two sentences is used for a similarity measure in [14].
This usage is essentially the same as in the spectrum kernel [21], which is one of string
kernels [22].

7 Conclusion

We have explored the use of a partially annotated corpus for building a dependency
parser for Japanese. We have examined two types of partially annotated corpora. It is
found that a parser trained with a corpus that does not have any grammatical tags for
words can demonstrate an accuracy of 87.38%, which is comparable to the current state-
of-the-art accuracy. In contrast, a parser trained with a corpus that has only dependency
annotations for each two adjacent bunsetsus shows moderate performance. Nonethe-
less, it is notable that features based on character n-grams are found very useful for a
dependency parser for Japanese.
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Abstract. Previous works have suggested that the uncertainty of tokens
coming after a sequence helps determine whether a given position is
at a context boundary. This feature of language has been applied to
unsupervised text segmentation and term extraction. In this paper, we
fundamentally verify this feature. An experiment was performed using a
web search engine, in order to clarify the extent to which this assumption
holds. The verification was applied to Chinese and Japanese.

1 Introduction

The theme of this paper is the following assumption:

The uncertainty of tokens coming after a sequence helps determine whether

a given position is at a context boundary. (A)

Intuitively, the variety of successive tokens at each character inside a word mono-
tonically decreases according to the offset length, because the longer the preced-
ing character n-gram, the longer the preceding context and the more it restricts
the appearance of possible next tokens. On the other hand, the uncertainty at
the position of a word border becomes greater and the complexity increases, as
the position is out of context. This suggests that a word border can be detected
by focusing on the differentials of the uncertainty of branching. This assumption
is illustrated in Figure 1. In this paper, we measure this uncertainty of successive
tokens by utilizing the entropy of branching (which we mathematically define in
the next section).

This assumption dates back to the fundamental work done by Harris [6] in
1955, where he says that when the number of different tokens coming after every
prefix of a word marks the maximum value, then the location corresponds to the
morpheme boundary. Recently, with the increasing availability of corpora, this
characteristic of language data has been applied for unsupervised text segmenta-
tion into words and morphemes. Kempe [8] reports an experiment to detect word
borders in German and English texts by monitoring the entropy of successive
characters for 4-grams. Many works in unsupervised segmentation utilise the
fact that the branching stays low inside words but increases at a word or mor-
pheme border. Some works apply this fact in terms of frequency [10] [2], while
others utilise more sophisticated statistical measures: Sun et al. [12] use mutual
information; Creutz [4] use MDL to decompose Finnish texts into morphemes.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 93-105, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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This assumption seems to hold not only at the character level but also at
the word level. For example, the uncertainty of words coming after the word
sequence, “The United States of”, is small (because the word America is very
likely to occur), whereas the uncertainty is greater for the sequence “computa-
tional linguistics”, suggesting that there is a context boundary just after this
term. This observation at the word level has been applied to term extraction
by utilising the number of different words coming after a word sequence as an
indicator of collocation boundaries [5] [9].

Word

Uncertainty of successive boundary
character decreases Uncertainty

I Increases
n-a t u r e

) a
== longer context s

decrease P fincrease

Fig. 1. Intuitive illustration of a variety of successive tokens and a word boundary

As can be seen in these previous works, the above assumption (A) seems
to govern language structure both microscopically at the morpheme level and
macroscopically at the phrase level. Assumption (A) is interesting not only from
an engineering viewpoint but also from a language and cognitive science view-
point. For example, some recent studies report that the statistical, innate struc-
ture of language plays an important role in children’s language acquisition [11].
Therefore, it is important to understand the innate structure of language, in
order to shed light on how people actually acquire it.

Consequently, this paper verifies assumption (A) in a fundamental manner.
We address the questions of why and to what extent (A) holds. Unlike recent,
previous works based on limited numbers of corpora, we use a web search engine
to obtain statistics, in order to avoid the sparseness problem as much as pos-
sible. Our discussion focuses on correlating the entropy of branching and word
boundaries, because the definition of a word boundary is clearer than that of a
morpheme or phrase unit. In terms of detecting word boundaries, our experi-
ments were performed in character sequence, so we chose two languages in which
segmentation is a crucial problem: Chinese which contains only ideograms, and
Japanese, which contains both ideograms and phonograms. Before describing
the experiments, we discuss assumption (A) in more detail.

2 The Assumption

Given a set of elements x and a set of n-gram sequences x, formed of x, the
conditional entropy of an element occurring after an n-gram sequence X, is
defined as
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Fig. 2. Decrease in H(X|X,) for characters when n is increased

H(X|X,)=— Y P(Xn=x,)Y P(X =2|X, =2,)log P(X = z|X,, = x,)

Tp€Xn TEX

where P(X = z) indicates the probability of occurrence of .

A well-known observation on language data states that H(X|X,,) decreases
as n increases [3]. For example, Figure 2 shows the entropy values as n increases
from 1 to 9 for a character sequence. The two lines correspond to Japanese and
English data, from corpora consisting of the Mainichi newspaper (30 MB) and
the WSJ (30 MB), respectively. This phenomenon indicates that X will become
easier to estimate as the context of X,, gets longer. This can be intuitively
understood: it is easy to guess that “e” will follow after “Hello! How ar”, but it
is difficult to guess what comes after the short string “He”.

The last term —log P(X = z|X,, = z,) in formula above indicates the
information of a token of x coming after z,, and thus the branching after x,,.
The latter half of the formula, the local entropy value for a given x,,

H(Xan = xn) = ZP(X = x|Xn = xn) IOgP(X = x|Xn = xn)a (1)

rex

indicates the average information of branching for a specific n-gram sequence x,.
As our interest in this paper is this local entropy, we denote simply H(X|X,, =
Zn) as h(x,) in the rest of this paper.
The decrease in H(X|X,,) globally indicates that given an n-length sequence
x, and another (n + 1)-length sequence y,+1, the following inequality holds on
average:
B(en) > h(nsn). 2)

One reason why inequality (2) holds for language data is that there is context in
language, and y,41 carries a longer context as compared with x,,. Therefore, if
we suppose that x,, is the prefix of x,,41, then it is very likely that

h(@n) > h(zni1) 3)

holds, because the longer the preceding n-gram, the longer the same context. For
example, it is easier to guess what comes after zg="“natura” than what comes
after x5 = “natur”. Therefore, the decrease in H(X|X,,) can be expressed as the
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Fig. 3. Our model for boundary detection based on the entropy of branching

concept that if the context is longer, the uncertainty of the branching decreases
on average. Then, taking the logical contraposition, if the uncertainty does not
decrease, the context is not longer, which can be interpreted as the following:
If the complexity of successive tokens increases, the location is at the
context border. (B)
For example, in the case of 7 = “natural”, the entropy h(“natural”) should
be larger than h(“natura”), because it is uncertain what character will allow z7
to succeed. In the next section, we utilise assumption (B) to detect the context
boundary.

3 Boundary Detection Using the Entropy of Branching

Assumption (B) gives a hint on how to utilise the branching entropy as an
indicator of the context boundary. When two semantic units, both longer than
1, are put together, the entropy would appear as in the first figure of Figure 3.
The first semantic unit is from offsets 0 to 4, and the second is from 4 to 8,
with each unit formed by elements of x. In the figure, one possible transition of
branching degree is shown, where the plot at k£ on the horizontal axis denotes
the entropy for h(xo 1) and x,, ., denotes the substring between offsets n and m.

Ideally, the entropy would take a maximum at 4, because it will decrease as
k is increased in the ranges of £ < 4 and 4 < k < 8, and at k = 4, it will rise.
Therefore, the position at k = 4 is detected as the “local maximum value” when
monitoring h(zg ) over k. The boundary condition after such observation can
be redefined as the following:
Binaz Boundaries are locations where the entropy is locally maximised.
A similar method is proposed by Harris [6], where morpheme borders can be
detected by using the local maximum of the number of different tokens coming
after a prefix.

This only holds, however, for semantic units longer than 1. Units often have
a length of 1: at the character level, in Japanese and Chinese, there are many
one-character words, and at the word level, there are many single words that do
not form collocations. If a unit has length 1, then the situation will look like the
second graph in Figure 3, where three semantic units, xo 4, 45 5 8, are present,
with the middle unit having length 1. First, at £ = 4, the value of h increases.
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At k =5, the value may increase or decrease, because the longer context results
in an uncertainty decrease, though an uncertainty decrease does not necessarily
mean a longer context. When h increases at k = 5, the situation would look like
the second graph. In this case, the condition B,,,,will not suffice, and we need
a second boundary condition:

Bincrease Boundaries are locations where the entropy is increased.

On the other hand, when h decreases at k = 5, then even Bjj,creqseCannot be
applied to detect kK = 5 as a boundary. We have other chances to detect k = 5,
however, by considering h(x; ) where 0 < ¢ < k. According to inequality (2),
then, a similar trend should be present for plots of h(x; ), assuming h(zo ) >
h(xo,n+1); then, we have

h(xin) > h(Tint1), for 0<i<n. (4)

The value h(z; ;) would hopefully rise for some ¢ if the boundary at k = 5 is
important, although h(x; ) can increase or decrease at k = 5, just as in the case
for h(zon)-

Therefore, when the target language consists of many one element units,
Binereasels crucial for collecting all boundaries. Note that boundaries detected
by Biazare included in those detected by the condition Bjnerease-

Entropy

Fig. 4. Kempe’s model for boundary detection

Kempe’s detection model is based solely on the assumption that the un-
certainty of branching takes a local maximum at a context boundary. Without
any grounding on this assumption, Kempe [8] simply calculates the entropy of
branching for a fixed length of 4-grams. Therefore, the length of n is set to 3,
h(z;—3,) is calculated for all 4, and the maximum values are claimed to indicate
the word boundary. This model is illustrated in Figure 4, where the plot at each
k indicates the value of h(x,_3 1 ). Note that at k = 4, the h value will be highest.
It is not possible, however, to judge whether h(z;_3 ;) is larger than h(z;_2,i+1)
in general: Kempe’s experiments show that the h value simply oscillates at a low
value in such cases.

In contrast, our model is based on the monotonic decrease in H(X|X,,). It
explains the increase in h at the context boundary by considering the entropy
decrease with a longer context.
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Summarising what we have examined, in order to verify assumption (A),
which is replaced by assumption (B), the following questions must be answered
experimentally:

Q1 Does the condition described by inequality (3) hold?
Q2 Does the condition described by inequality (4) hold?
Q3 To what extent are boundaries extracted by Byaz0r Bincrease?

In the rest of this paper, we demonstrate our experimental verification of these
questions.

So far, we have considered only regular order processing: the branching degree
is calculated for successive elements of z,,. We can also consider the reverse order,
which involves calculating h for the previous element of x,,. In the case of the
previous element, the question is whether the head of z,, forms the beginning of
a context boundary. We use the subscripts suc and prev to indicate the regular
and reverse orders, respectively. Thus, the regular order is denoted as hgye(2),
while the reverse order is denoted by hprey (2r)-

In the next section, we explain how we measure the statistics of x,,, before
proceeding to analyze our results.

4 Measuring Statistics by Using the Web

In the experiments described in this paper, the frequency counts were obtained
using a search engine. This was done because the web represents the largest pos-
sible database, enabling us to avoid the data sparseness problem to the greatest
extent possible.

Given a sequence T, h(x,) is measured by the following procedure.
1. x, is sent to a search engine.
2. One thousand snippets, at maximum, are downloaded and z, is searched
for through these snippets. If the number of occurrences is smaller than N,
then the system reports that x, is unmeasurable.
3. The elements occurring before and after x,, are counted, and hgy.(z,) and
hpres () are calculated.
N is a parameter in the experiments described in the following section, and
a higher N will give higher precision and lower recall. Another aspect of the
experiment is that the data sparseness problem quickly becomes significant for
longer strings. To address these issues, we chose N=30.

The value of & is influenced by the indexing strategy used by a given search
engine. Defining f(z) as the frequency count for string x as reported by the
search engine,

f(an) > f(@ng1) ()

should usually hold if x,, is a prefix of x,, 1, because all occurrences of x,, contain
occurrences of 1. In practice, this does not hold for many search engines,
namely, those in which x,,1 is indexed separately from z,, and an occurrence of
Zp+1 is not included in one of z,,. For example, the frequency count of “mode”
does not include that of “model”, because it is indexed separately. In particular,
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Fig. 5. Entropy changes for a Japanese character sequence (left:regular; right:reverse)

search engines use this indexing strategy at the string level for languages in
which words are separated by spaces, and in our case, we need a search engine
in which the count of z,, includes that of z, 1. Although we are interested in
the distribution of tokens coming after the string z,, and not directly in the
frequency, a larger value of f(z,) can lead to a larger branching entropy.

Among the many available search engines, we decided to use AltaVista, be-
cause its indexing strategy seems to follow inequality (5) better than do the
strategies of other search engines. AltaVista used to utilise string-based index-
ing, especially for non-segmented languages. Indexing strategies are currently
trade secrets, however, so companies rarely make them available to the pub-
lic. We could only guess at AltaVistafs strategy by experimenting with some
concrete examples based on inequality (5).

5 Analysis for Small Examples

We will first examine the validity of the previous discussion by analysing some
small examples. Here, we utilise Japanese examples, because this language con-
tains both phonograms and ideograms, and it can thus demonstrate the features
of our method for both cases.

The two graphs in Figure 5 show the actual transition of h for a Japanese
sentence formed of 11 characters: g 11 =“ EEBNEDRRXEEZ %”(We think of
the future of (natural) language processing (studies)). The vertical axis represents
the entropy value, and the horizontal axis indicates the offset of the string. In
the left graph, each line starting at an offset of m+1 indicates the entropy values
of hsyc(Tm,m+n) for n > 0, with plotted points appearing at k = m + n. For
example, the leftmost solid line starting at offset £ = 1 plots the h values of xg
for n > 0, with m=0 (refer to the labels on some plots):

To,5 = FiaLED
with each value of h for the above sequence x¢ , appearing at the location of n.
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Concerning this line, we may observe that the value increases slightly at po-
sition k = 2, which is the boundary of the word “& §&” (language). This location
will become a boundary for both conditions, B,,qzand Binerease- Then, at posi-
tion k = 3, the value drastically decreases, because the character coming after
“BEBAL (language proce) is limited (as an analogy in English, ssing is the major
candidate that comes after language proce). The value rises again at zg 4, be-
cause the sequence leaves the context of “EEEMIE” (language processing). This
location will also become a boundary whether B,,,:0T Bincreaseis chosen. The
line stops at n = 5, because the statistics of the strings zg, for n > 5 were
unmeasurable.

The second leftmost line starting from & = 2 shows the transition of the
entropy values of hgye(r1,14n) for n > 0; that is, for the strings starting from
the second character “68”, and so forth. We can observe a trend similar to
that of the first line, except that the value also increases at 5, suggesting that
k =5 is the boundary, given the condition Bj,creqse-

The left graph thus contains 10 lines. Most of the lines are locally maximized
or become unmeasurable at the offset of & = 5, which is the end of a large portion
of the sentence. Also, some lines increase at k = 2, 4, 7, and 8, indicating the
ends of words, which is correct. Some lines increase at low values at 10: this
is due to the verb “&X %” (think), whose conjugation stem is detected as a
border.

Similarly, the right-hand graph shows the results for the reverse order, where
each line ending at m — 1 indicates the plots of the value of hprey(Tm—n,m) for
n > 0, with the plotted points appearing at position £k = m — n. For example,
the rightmost line plots h for strings ending with “4” (from m = 11 and n = 10

down to 5):
Z10,11 = B
To11 = A B
611 = REEZAD

511 = KREERD
where x4,11 became unmeasurable. The lines should be analysed from back to
front, where the increase or maximum indicates the beginning of a word. Overall,
the lines ending at 4 or 5 were unmeasurable, and the values rise or take a
maximum at k =2, 4 or 7.

Note that the results obtained from the processing in each direction differ.
The forward pass detects 2,4,5,7,8, whereas the backward pass detects 2,4,7.
The forward pass tends to detect the end of a context, while the backward pass
typically detects the beginning of a context. Also, it must be noted that this
analysis not only shows the segmenting position but also the structure of the
sentence. For example, a rupture of the lines and a large increase in h are seen
at k = 5, indicating the large semantic segmentation position of the sentence. In
the right-hand graph, too, we can see two large local maxima at 4 and 7. These
segment the sentence into three different semantic parts.
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Fig. 6. Other segmentation examples

On these two graphs, questions Q1 through Q3 from §3 can be addressed as
follows. First, as for Q1, the condition indicated by inequality (3) holds in most
cases where all lines decrease at k = 3,6,9, which correspond to inside words.
There is one counter-example, however, caused by conjugation. In Japanese con-
jugation, a verb has a prefix as the stem, and the suffix varies. Therefore, with
our method, the endpoint of the stem will be regarded as the boundary. As con-
jugation is common in languages based on phonograms, we may guess that this
phenomenon will decrease the performance of boundary detection.

As for Q2, we can say that the condition indicated by inequality (4) holds,
as the upward and downward trends at the same offset & look similar. Here
too, there is a counter-example, in the case of a one element word, as indicated
in §3. There are two one-word words x4 5= “®” and z7s= “%”, where the
gradients of the lines differ according to the context length. In the case of one
of these words, h can rise or fall between two successive boundaries indicating
a beginning and end. Still, we can see that this is complemented by examining
lines starting from other offsets. For example, at k = 5, some lines end with an
increase.

As for Q3, if we pick boundary condition By, by regarding any unmeasur-
able case as h = —oo, and any maximum of any line as denoting the boundary,
then the entry string will be segmented into the following:

B8 (language)| IR (processing)| D (of)| KK (future)| & (of)| B A B (think)

This segmentation result is equivalent to that obtained by many other Japanese
segmentation tools. Taking Bi,crease@s the boundary condition, another bound-
ary is detected in the middle of the last verb “EZ | % (think, segmented at
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the stem of the verb)”. If we consider detecting the word boundary, then this
segmentation is incorrect; therefore, to increase the precision, it would be better
to apply a threshold to filter out cases like this. If we consider the morpheme
level, however, then this detection is not irrelevant.

These results show that the entropy of branching works as a measure of
context boundaries, not only indicating word boundaries, but also showing the
sentence structure of multiple layers, at the morpheme, word, and phrase levels.

Some other successful segmentation examples in Chinese and Japanese are
shown in Figure 6. These cases were segmented by using B,,.,. Examples 1
through 4 are from Chinese, and 5 through 12 are from Japanese, where ‘|’ indi-
cates the border. As this method requires only a search engine, it can segment
texts that are normally difficult to process by using language tools, such as insti-
tution names (5, 6), colloquial expressions (7 to 10), and even some expressions
taken from Buddhist scripture (11, 12).

6 Performance on a Larger Scale

6.1 Settings

In this section, we show the results of larger-scale segmentation experiments on

Chinese and Japanese. The reason for the choice of languages lies in the fact that

the process utilised here is based on the key assumption regarding the semantic

aspects of language data. As an ideogram already forms a semantic unit as itself,

we intended to observe the performance of the procedure with respect to both

ideograms and phonograms. As Chinese contains ideograms only, while Japanese

contains both ideograms and phonograms, we chose these two languages.
Because we need correct boundaries with which to compare our results, we

utilised manually segmented corpora: the People’s Daily corpus from Beijing

University [7] for Chinese, and the Kyoto University Corpus [1] for Japanese.
In the previous section, we calculated h for almost all substrings of a given

string. This requires O(n?) searches of strings, with n being the length of the

given string. Additionally, the process requires a heavy access load to the web

search engine. As our interest is in verifying assumption (B), we conducted our

experiment using the following algorithm for a given string x.

1. Set m = 0, n=1.

Calculate h for z,, ,

If the entropy is unmeasurable, set m = m + 1,n = m + 2, and go to step 2.

Compare the result with that for z,, 1.

If the value of h fulfils the boundary conditions, then output n as the bound-

ary. Set m =m + 1, n =m + 2, and go to 2.

6. Otherwise, set n =mn+ 1 and go to 2.

The point of the algorithm is to ensure that the string length is not increased once

the boundary is found, or if the entropy becomes unmeasurable. This algorithm

becomes O(n?) in the worst case where no boundary is found and all substrings

are measurable, although this is very unlikely to be the case. Note that this

O
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Fig. 7. Precision and recall of word segmentation using the branching entropy in Chi-
nese and Japanese

algorithm defines the regular order case, but we also conducted experiments in
reverse order, too.

As for the boundary condition, we utilized Binerease, as it includes Bz, A
threshold val could be set to the margin of difference:

hZn+1) — h(xy) > val. (6)

The larger val is, the higher the precision, and the lower the recall. We varied
val in the experiment in order to obtain the precision and recall curve.

As the process is slow and heavy, the experiment could not be run through
millions of words. Therefore, we took out portions of the corpora used for each
language, which consisted of around 2000 words (Chinese 2039, Japanese 2254).
These corpora were first segmented into phrases at commas, and each phrase
was fed into the procedure described above. The suggested boundaries were
then compared with the original, correct boundaries.

6.2 Results

The results are shown in Figure 7. The horizontal axis and vertical axes represent
the precision and recall, respectively. The figure contains two lines, corresponding
to the results for Japanese or Chinese. Each line is plotted by varying val from
0.0 to 3.0 with a margin of 0.5, where the leftmost points of the lines are the
results obtained for val=0.0.

The precision was more than 90% for Chinese with val > 2.5. In the case
of Japanese, the precision deteriorated by about 10%. Even without a threshold
(val = 0.0), however, the method maintained good precision in both languages.

The locations indicated incorrectly were inside phonogram sequences consist-
ing of long foreign terms, and in inflections in the endings of verbs and adjectives.
In fact, among the incorrect points, many could be detected as correct segmenta-
tions. For example, in Chinese, surnames were separated from first names by our
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procedure, whereas in the original corpus, complete names are regarded as single
words. As another example in Chinese, the character “&” is used to indicate
“ist” in English, as in “BE#ZE” (revolutionist) and our process suggested that
there is a border in between “ZE#5” and “ZK” However, in the original corpus,
these words are not segmented before “&” but are instead treated as one word.

Unlike the precision, the recall ranged significantly according to the thresh-
old. When val was high, the recall became small, and the texts were segmented
into larger phrasal portions. Some successful examples in Japanese for val=3.0

are shown in the following.

MADEGE | KELG | BREN H B (There are|big | problems | such as power
decentralizaion )

SIIBHOBITIEAL | EEZ TS (We think that | it is not the time
for breakup)

The segments show the global structure of the phrases, and thus, this result
demonstrates the potential validity of assumption (B). In fact, such sentence
segmentation into phrases would be better performed in a word-based manner,
rather than a character-based manner, because our character-based experiment
mixes the word-level and character-level aspects at the same time. Some previous
works on collocation extraction have tried boundary detection using branching
[5]. Boundary detection by branching outputs tightly coupled words that can be
quite different from traditional grammatical phrases. Verification of such aspects
remains as part of our future work.

Overall, in these experiments, we could obtain a glimpse of language structure
based on assumption (B) where semantic units of different levels (morpheme,
word, phrase) overlaid one another, as if to form a fractal of the context. The
entropy of branching is interesting in that it has the potential to detect all
boundaries of different layers within the same framework.

7 Conclusion

We conducted a fundamental analysis to verify that the uncertainty of tokens
coming after a sequence can serve to determine whether a position is at a con-
text boundary. By inferring this feature of language from the well-known fact
that the entropy of successive tokens decreases when a longer context is taken,
we examined how boundaries could be detected by monitoring the entropy of
successive tokens. Then, we conducted two experiments, a small one in Japanese,
and a larger-scale experiment in both Chinese and Japanese, to actually segment
words by using only the entropy value. Statistical measures were obtained using
a web search engine in order to overcome data sparseness.

Through analysis of Japanese examples, we found that the method worked
better for sequences of ideograms, rather than for phonograms. Also, we ob-
served that semantic layers of different levels (morpheme, word, phrase) could
potentially be detected by monitoring the entropy of branching. In our larger-
scale experiment, points of increasing entropy correlated well with word borders
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especially in the case of Chinese. These results reveal an interesting aspect of
the statistical structure of language.
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Abstract. We propose a method of acquiring attribute words for a wide
range of objects from Japanese Web documents. The method is a simple
unsupervised method that utilizes the statistics of words, lexico-syntactic
patterns, and HTML tags. To evaluate the attribute words, we also es-
tablish criteria and a procedure based on question-answerability about
the candidate word.

1 Introduction

Knowledge about how we recognize objects is of great practical importance for
many NLP tasks. Knowledge about attributes, which tells us from what view-
points objects are usually understood or described, is one of such type of knowl-
edge. For example, the attributes of car objects will be weight, engine, steering
wheel, driving feel, and manufacturer. In other words, attributes are items whose
values we want to know when we want to know about the object. More analyti-
cally, we tend to regard A as an attribute for objects of class C when A works
as if function v = A(0),0 € C where v is necessary to us to identify o (especially
to distinguish o from o’(# 0) € C'). Therefore, obvious applications of attributes
are ones such as summarization [1,2] and question-answering [3]. Moreover, they
can be useful as features in word clustering [4] or machine learning. Although
the knowledge base for attributes can be prepared manually (e.g., WordNet [5]),
problems are cost and coverage. To overcome these, we propose a method that
automatically acquires attribute knowledge from the Web.

To acquire the attributes for a given class, C' (e.g., car), the proposed method
first downloads documents that contain class label C' (e.g., “car”) from the Web.
We extract the candidates of attribute words from these documents and score
them according to the statistics of words, lexico-syntactic patterns, and HTML
tags. Highly scored words are output as attributes for the class. Lexico-syntactic
patterns and other statistics have been used in other lexical knowledge acquisi-
tion systems [3,4,6,7,8]. We specifically used lexico-syntactic patterns involving
the Japanese postposition “no” as used in [8] such as “C no A” where A is an
attribute word, which is almost equivalent to pattern “A of C” used in [7] to

! We use C to denote both the class and its class label (the word representing the
class). We also use A to denote both the attribute and the word representing it.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 106-118, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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find part-whole relations. Novel features of our method are its use of Web search
engines to focus on documents highly relevant to the class and its use of statistics
concerning attribute words and surrounding HTML tags.

One of the difficulties in studying attribute knowledge is that there are no
standard definitions of attributes, or criteria for evaluating obtained attributes.
In this paper, we propose a simple but effective definition of attributes that
matches our motivation and applications, i.e., whether we can ask a question
about the attribute and whether there is an answer to that question (question
answerability). For example, one can ask as “Who is the manufacturer of this
car?”, and someone might answer “Honda”, because we want to know the manu-
facturer when we concerned about cars. We designed a procedure for evaluating
attributes based on this idea. As the literature points out [9,10], attributes can
include many types of relations such as property (e.g., weight), part-of (e.g.,
engine), telic (e.g., driving feel), and agentive (e.g., manufacturer). However, we
ignored type distinctions in this study. First, because attributes are useful even
if the type is not known, and second, because defining attributes as one of these
types and evaluating them only complicates the evaluation process, making the
results unstable. The use of linguistic tests to define attributes is not that new.
Woods [11] devised a test on whether we can say “The A of 0 is v.” Although we
followed this procedure, we focused more on attributes that are important for
our understanding of an object by using question-answerability as our criterion.

2 Acquisition Method

2.1 Basic Observations on Attributes
Our method is based on the following three observations.

1. Attributes tend to occur in documents that contain the class label and not
in other documents.

2. Attributes tend to be emphasized by the use of certain HTML tags or occur
as items in HTML itemizations or tables in Web documents.

3. Attributes tend to co-occur with the class label in specific lexico-syntactic
patterns involving the postposition “no.”

2.2 Extraction of Candidate Words

To acquire the attributes of class C, we first download documents that contain
class label C using a Web search engine, according to the first observation. We
refer to this set of documents as a local document set (LD(C)). All the nouns
appearing in the local document set are regarded as candidates of attribute
words. Here, the nouns are words tagged as “proper nouns”, “sahen nouns”
(nouns that can become a verb with the suffix “suru”), “location”, or “unknown”
(e.g., words written in katakana) by a Japanese morphological analyzer, JUMAN
[12]. Note that we restricted ourselves to single word attributes in this study.
The obtained candidate words are scored in the next step.
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Table 1. Lexico-syntactic patterns for attribute acquisition. (We added possible En-
glish translations for the patterns in parenthesis).

C no A ha (A of C [verb]) C no A de (by A of C) CnoAe(toAofC)
C no A ga (A of C [verb]) C no A made (even/until A of C') C no AA(A of C))

C no A wo ([verb] A of C') C no A kara (from A of C)

C no A ni (at/in A of C) C no A yori (from/than A of C)

2.3 Ranking of Candidate Words

We rank the candidate words according to a score that reflects the observations
described in Sect. 2.1. The overall score takes the following form.

V(C,A) =n(C,A)- f(C,A) - t(C, A) - dfidf (C, A), (1)

where A is the candidate word to be scored and C' is the class. n(C, A) and
f(C, A) are scores concerning lexico-syntactic patterns. ¢t(C, A) is a score con-
cerning the statistics of HTML tags to reflect the second observation. Finally,
dfidf (C, A) is the score related to word statistics. This reflects the first obser-
vation. By multiplying these sub-scores, we expect that they will complement
each other. We will explain the details on these sub-scores in the following.

As previously mentioned, we use lexico-syntactic patterns including the Japa-
nese postposition “no” as clues. The patterns take the form “C' no A POST”
where POST is a Japanese postposition or a punctuation mark.2 The actual
patterns used are listed in Table 1. Score n(C, A) is the number of times C' and
A co-occur in these patterns in the local document set LD(C').

Score f(C, A) requires more explanation. Roughly, f(C, A) is the number of
times C and A co-occur in the patterns without the last postposition (i.e., pat-
tern “C' no A”) collected from 33 years of parsed newspaper articles.® Note that
pattern matching was done against the parsed dependency structures. The rea-
son this score was used in addition to n(C, A) was to obtain more reliable scores
by increasing the number of documents to be matched. This may sound contra-
dictory to the fact that the Web is the largest corpus in the world. However,
we found that we could not obtain all the documents that contained the class
label because existing commercial Web search engines return URLs for a very
small fraction of matched documents (usually up to about 1,000 documents).
Although we could use hit counts for the patterns, we did not do this to avoid
overloading the search engine (each class has about 20,000 candidate words).

Score t(C, A) is the number of times A appears in LD(C') surrounded by
HTML tags. More precisely, we count the number of times A appears in the
form: “<tagl>A<tag2>" where the number of characters between HTML tags

2 Note that there are actually no spaces between words in Japanese. The spaces are
for easier understanding.

3 Yomiuri newspaper 1987-2001, Mainichi newspaper 1991-1999, and Nikkei newspa-
per 1983-1990; 3.01 GB in total. We used a Japanese dependency parser [13].

4 The differences from n(C, A) were introduced to reuse the existing parsed corpus.
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Fig. 1. Example HTML document

(i.e., the length of A) is 20 at maximum. The tags (<tagl> and <tag2>) can be
either a start tag (e.g., <A>) or an end tag (e.g., </A>). This score is intended
to give high values for words that are emphasized or occur in itemizations or
tables. For example, in the HTML document in Fig. 1, the words “% A J& « %
L — (Thai-curry)”, “##} (ingredient)”, “A3A A (spice)”, “a V74—, 7
2 ¥ (coriander, cumin)”, and “ff Y J7 (recipe)” are counted.

Finally, dfidf (C, A), which reflects the first observation, is calculated as:

dfidf (C, A) = df (A, LD(C)) - idf (A), idf (A) =log 47

df (A, X) denotes the number of documents where A appears in documents X.
G is a large set of randomly collected Web documents, which we call the global
document set. We derived this score from a similar score, which was used in [14]
to measure the association between a hypernym and hyponyms.

3 Evaluation Criteria

This section presents the evaluation criteria based on question-answerability (QA
tests). Based on the criteria, we designed an evaluation procedure where the
evaluators were asked to answer either by yes or no to four tests at maximum,
i.e., a hyponymy test (Sect. 3.4), a QA test (Sect. 3.1) and a suffix augmented
QA test (Sect. 3.2) followed by a generality test (Sect. 3.3).

3.1 Question-Answerability Test

By definitions we used, attributes are what we want to know about the object.
Therefore, if A is an attribute of objects of class C, we can arrange questions
(consisting of A and C) that require the values for A as the answer. Then someone
should be able to answer the questions. For example, we can ask “Who is the
director of this movie?” because director is an attribute of movie. The answer
might be someone such as “Stanley Kubrick.” We designed the QA test shown in
Fig. 2 to assess the correctness of attribute A for class C' based on this criterion.
Several points should be noted. First, since the value for the attribute is actually
defined for the object instance (i.e., v = A(0),0 € C), we should qualify class
label C using “kono (this)” to refer to an object instance of class C.

Second, since we cannot know what question is possible for A beforehand,
we generate all the question types listed in Fig. 2 and ask whether any of them
are acceptable.
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Are any of the following questions grammatically correct, natural, and answerable?

2D C D AlF? (kono C no A ha nani?/What is the A of this C'?7)

2D C D AIlFHE? (kono C no A ha dare?/Who is the A of this C?)

ZDC D AIFZD? (kono C no A ha itu?/When is the A of this C7)
ZDCDAIZEZ? (kono C no A ha doko?/Where is the A of this C7)
ZDCDAIRFEN? (kono C no A ha dore?/Which is the A of this C?)
ZDC D AIFLD? (kono C no A ha ikutu?/How many is the A of this C?)
ZDCDAIFESH? (kono C no A ha dou?/How much is the A of this C?)

N o=

Fig. 2. Question-answerability Test

Third, the question should be natural as well as grammatically correct. Nat-
uralness was explained to the evaluators as positively determining whether the
question can be their first choice in usual conversations. In our point of view, at-
tributes should be important items for people in describing objects. We assumed
that attributes that conformed to the naturalness criterion would be such impor-
tant attributes. For example, stapler is not an attribute of company in our sense,
although almost all companies own staplers. Our naturalness criterion can re-
flect this observation since the question “What is the stapler of this company?”
is unnatural as a first question when talking about a company, and therefore
we can successfully conclude that stapler is not an attribute. Note that Woods’
linguistic test [11] (i.e., whether “the attribute of an object is a value” can be
stated or not) cannot reject stapler since it does not have the naturalness re-
quirement (e.g., we can say “the stapler of [used by] SONY is Stapler-X”).5 In
addition, note that such importances can be assessed more easily in the QA test,
since questioners basically ask what they think is important at least at the time
of utterance. However, we cannot expect such an implication even though the
declarative sentence is acceptable.

Finally, the answer to the question does not necessarily need to be written in
language. For example, values for attributes such as map, picture, and blueprint
cannot be written as language expressions but can be represented by other media.
Such attributes are not rare since we obtain attributes from the Web.

3.2 Suffix Augmented QA Test

Some attributes that are obtained can fail the QA test even if they are correct,
especially when the surface form is different from the one they actually mean.
This often occurs since Japanese is very elliptic and our method is restricted to
single word attributes. For example, the word seito (students) can be used to
represent the attribute seito suu (number of students) as in the sentence below.

kono  gakko no seito ha 500 nin
this school of students is 500 NUM
(The number of students of this school is 500.)

5 Stapler might be an important attribute of companies for stationery sellers. However,
we focus on attributes that are important for most people in most situations.
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— # (number of)  J7¥% (method for) 4 (name of) & (-er)

— I ([amount of] time of) Xl (time of) IKHl  (period of) HJit (location of)
— 4% (amount of money for) F2EE (degree of) Hf (state of)

— D~Z (nominalized adjectives e.g., “height of” “prettiness of”)

Fig. 3. Allowed augmentation

These attributes whose parts are elided (e.g., seito representing seito suu) are
also useful since they are actually used in sentences as in the above example.
Therefore, they should be assessed as correct attributes in some way. Although
the most appropriate question for seito representing seito suu is (6) in Fig. 2,
it is unfortunately ungrammatical since ikutu cannot be used for the number of
persons. Therefore, seito representing seito suu will fail the QA test.”

In Japanese, most of the elided parts can be restored by adding appropriate
suffixes (as “suu” (number of) in the previous example) or by adding “no” +
nominalized adjectives. Thus, when the attribute word failed the first QA test,
we asked the evaluators to re-do the QA test by choosing an appropriate suffix
or a nominalized adjective from the list of allowed augmentations and adding it
to the end of the evaluated word. Figure 3 lists the allowed augmentations.”>®

3.3 Generality Test

Although our primal aim was to acquire the attributes for a given class, i.e., ,
to find attributes that are common to all the instances of the class, we found,
in preliminary experiments, that some uncommon (but interesting) attributes
were assessed as correct according to the QA test depending on the evaluator.
An example is subtitle for the class mowvie. Strictly speaking, subtitle is not
an attribute of all movies, since all movies do not necessarily have subtitles.
For example, only foreign films have subtitles in Japan. However, we think this
attribute is also useful in practice for people who have a keen interest in foreign
films. Thus, the evaluators were asked whether the attribute was common for
most instances of the class when the attribute was judged to be correct in the
QA test. We call attributes that passed this generality test gemeral attributes,
and those that failed but passed the QA test relazed attributes (note that general
attributes is a subset of relaxed attributes). We compare the accuracies for the
relaxed and general attributes in the experiments.

6 Seito (representing students) might pass the QA test with question type (2) in Fig.
2. However, this is not always the case since some evaluators will judge the question
to be unnatural.

7 Postposition “no (of)” before the suffix is also allowed to be added if it makes the
question more natural.

8 The problem here might not occur if we used many more question types in the first
QA test. However, we did not do this to keep the first QA test simple. With the same
motivation, we kept the list of allowed suffixes short (only general and important
suffixes). The uncovered cases were treated by adding nominalized adjectives.
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3.4 Hyponymy Test

Finally, we should note that we designed the evaluation procedure so that the
evaluators could be asked whether candidate A is a hyponym of C' before the QA
tests. If A is a hyponym of C, we can skip all subsequent tests since A cannot
be an attribute of C. We added this test because the output of the system often
contains hyponyms and these tend to cause confusion in the QA tests since
expression "C no A” is natural even when A is a hyponym of C' (e.g., “anime no
Dragon Ball (Dragon Ball [of/the] anime)”).

4 Experiments

4.1 Experimental Setting

We first selected 32 word classes from 1,589 classes acquired from the Web with
an automatic hypernym-hyponym acquisition method [14]. Here, we regarded the
hypernym as the class label. Since our purpose was just to evaluate our method
for classes from the Web, we selected classes that were obtained successfully. We
randomly chose the 22 classes listed in Table 2 for human evaluation from these
32 classes.” The hyponyms were used to help the evaluators to disambiguate the
meaning of class labels (if ambiguity existed).

To collect LD(C'), we used the Web search engine goo (http://www.goo.ne.jp).
The size of LD(C) was 857 documents (URLs) on class average. There were
about 20,000 candidate words on class average. As global document set G re-
quired for the calculation of dfidf (C, A), we used 1.0 x 10% randomly downloaded
Web documents.

Table 2. Classes used in evaluation

#BHi (city), MM (museum), #iH (national holiday), %% (police), fig% (facility), K% (university),
#ll (newspaper), T4 (garbage), ffifl: (shrine), K (bird), #ibi (hospital), ¥ (plant), JIl (river), /\
1% (elementary school), il (music tune), MEAE (library), 35 (branch office), ¥4 I (web site), I
(town), & ¥ ¥ — (sensor), WHE (training), HEH (car)

We output the top 50 attributes for each class ranked with our proposed
method and with alternative methods that were used for comparison. We gath-
ered outputs for all the methods, removing duplication (i.e., taking the set union)
to achieve efficient evaluation, and re-sorted them randomly to ensure that the
assessment was unbiased. Four human evaluators assessed these gathered at-
tributes class-by-class in four days using a GUI tool implementing the evaluation
procedure described in Sect. 3. There were a total of 3,678 evaluated attributes.
Using the evaluation results, we re-constructed the evaluations for the top 50 for
each method. The kappa value [15], which indicates inter-evaluator agreement,
was 0.533 for the general attribute case and 0.593 for the relaxed attribute case.
According to [15], these kappa values indicate “moderate” agreement.

9 This selection was due to time/cost limitations.
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4.2 Accuracy of Proposed Method

Figure 4 has accuracy graphs for the proposed method for relaxed attributes.
The graph on the left shows per-evaluator precision when the top n (repre-
sented by = axis) attributes were output. The precision is the average over all
classes. Although we cannot calculate the actual recall, the z axis corresponds
to approximate recall. We can see that ranking with the proposed method has
a positive correlation with human evaluation, although the assessments varied
greatly depending on the evaluator. The graph on the right shows curves for
average (with standard deviation), 3-consensus, and 4-consensus precision. 3-
consensus (4-consensus) is precision where the attribute is considered correct by
at least three (four) evaluators. Figure 5 has graphs for the general attribute
case the same as for the relaxed case. Although there is a positive correlation
between ranking with the proposed method and human evaluators, the precision
was, not surprisingly, lower than that for the relaxed case. In addition, the lower
kappa value (0.533 compared to 0.593 for the relaxed case) indicated that the
generality test was harder than the QA tests.

The accuracy of the proposed method was encouraging. Although we cannot
easily determine which indicator is appropriate, if we use the majority rule (3-
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Fig. 5. Accuracy of general attributes
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Table 3. Top 20 attributes of several classes obtained by proposed method

Classes Attributes
HH (picture)[4/4] #Hi (name)[4/2] B (sort)[4/4] £ 7 A I (illustration)[3/3] 84 (characteristics)[4/4] 4
5 % (disease)[4/2] i (life)[4/4] & (topic)[3/2] BIfR (relation)[0/0] £ * — (image)[4/4] H# (nest)[4/4] W
(bird) 4 (song)[4/4] % (shape)[4/4] it (info.)[4/4] H#HFL (world)[0/0] /5 (song)[4/4] E1¥ (animal)[0/0] _—3

(page)[3/2] “:fE (ecology)[4/4] H (wing)[4/4]

A—AL~— (home page)[4/1] Hizk (facility)[3/3] ¥t (info.)[4/4] i/ (intro.)[4/4] ZIT (info. desk)[4/4] &5
Wik (authorization)[3/3] #Ff (name)[4/2] Efli (doctor)[4/4] RiFIF (psychiatry)[4/2] #FH (reputation)[4/4] Rt
hospital (handling)[4/4] #ifi (phone)[2/2] &5 (medical care)[4/4] ?ﬁ")? (treatment)[4/4] P&f# (medical service)[3/3] 4
(hospital) i (function)[3/3] bk (director)[4/4] #Hii (valuation)[4/4] 2% (medical examination)[4/4] *— (page)[2/2]
EH (admin.)[4/3] —¥ (part)[1/1]

£ (name)[4/2] fifl (species)[4/4] HEL (picture)[4/4] fiif (seed)[4/4] #H5 (cultivation)[4/3] #i% (observa-

it tion)[4/3] F#t¥ (characteristics)[4/4] @il (explanation)[4/4] Wif§ (image)[4/4] ##E (surveillance)[4/3] 7—
(plant) % (data)[4/4] #EL (evolution)[3/3] fi##H (description)[4/4] Y A b (list)[2/2] % (leaf)[4/3] #&7F (preserva-
tion)[2/2] 74 ~ (design)[1/1] %H (growth)[4/4]
KA (water level)[4/4] E¥fii (upstream)[4/4] il (name)[4/2] Bili (environment)[4/4] /K (water qual-
N ity)[4/4] B (history)[4/4] W3 (head stream)[4/4] GHL (picture)[4/4] /K (water)[4/4] /Kfi (surface)[4/4] %
(river) A7 (location)[4/4] i#L (current)[4/4] 7Kl (waterside)[4/4] 7K (river head)[4/4] V4% (four seasons)([3/3] Ff
B (characteristics)[4/4] # (inside)[1/1] (2L ) (streamside)[4/4] H# (nature)[4/4] ¥4 5 & (babbling)[4/4]
I 22 s WGH (activity)[4/4] HUD #l# (efforts)[4/3] J#BZ: (athletic meeting)[4/4] F-& b (child)[4/4] F—2L~<— (home

page)[4/0] F£ (head teacher)[4/4] = (classroom)[4/4] KK (school song)[4/4] Wi (atudent)[4/4] e

(elementary |(school bulldmg)[4/4] T (cvcnt)[4/4] “## (learning)(3/3] fifx (fccdmg service)[4/3] *—3 (page)[2/2] &

SChOOl) ('E’ﬁr (g)i/[g‘/)z[?/‘l] 2% (class)[3/3] A —Jb (mail)[0/0] 4 (grade)[1/1] 4i#3X (opening ceremony)[4/4] &3
music

i W (Lyrics)[4/1] &4 T v (title)[4/2] #iZE (performance)[4/4] Y A 1 (list)[0/0] £ # =% (image)[4/4] i
(lyrics writing)[4/1] #&% (musical score)[4/4] %l (name)[4/2] % (content)[3/3] ¥ ¥ ¥l (genre)[4/4] 1t

(music tune)|(info.)[4/4] R4 Vb (point)[4/4] fHH (world)[1/1] # =Rt — (melody)[4/4] ket (end)[3/2] 4 (title)[4/2]

1 (inside)[0/0] fEHli (composition)[4/4] 7—= (theme)[4/4] 7—% (data)[4/2]

ik (source material)[4/4] A—2A<—2 (home page)[4/2] *—% (page)[3/1] [iE# (history)[4/4] #i# (establish-

] 5 fiff ment)[d/4] & A7 & (system)[4/4] it (book stock)[4/4] 3 E— (copy)[2/2] % (book)[4/4] £4F (location)[4/4]
(library) FIH (use)[4/4] —E R (service)[4/4] 7— 58 _*— A (database)[4/3] X (book)[4/4] #ilifl (newspaper)[4/4] 1k

fiff (close)[4/4] H##k (catalog)[3/3] 7R (display)[4/2] Migk (facility)[2/2] 4t (info.)[4/4]
A (population)[4/4] B (history)[4/4] &A—2A-—% (home page)[4/0] 8D (sightseeing)[4 /4] # (info.)[3/3]

L) WL (finance)[4/4] M (facility)[4/4] XALHF (heritage)[4/2] Bifif (environment)[4/4] it (hot spring)[3/1]
(town) i (topic)[3/2] WU (four seasons)[3/3] 4 X¥ I (event)[4/3] I (library)[4/3] 3l (culture)[4/4] k5t
(landscape)[4/4] ¥ ¥ H )L (symbol)[4/3] FE¥ (industry)[4/3] £ (agriculture)[4/2] 2 (town council)[3/3]

. 15 (info.)[4/4] IE (sensitivity)[4/3] i (sort)[4/3] 7 (position)[4/4] MY 1} (install)[4/4] BHFE (devel—
¥ — opment)[4/4] HiE (accuracy)[4/4] ¥ 1 A (size)[4/4] fl:b% (specification)[4/4] L (temperature)[2/1] 7—%
(sensor) (data)[4/4] £ 7 b (set)[4/4] Bt (install)[4/4] BHE (function)[4/4] £fifi (technology)[4/4] ¥} (feature)[4/4]

~—% (page)[3/3] H & (height)[3/2] #H (adoption)[3/3] JGH (application)[4/4]

WHE N%¥ (content)[4/4] HIY (purpose)[4/4] %ffi (practice)[4/4] 7—= (theme+)[4/3] 7127 L (program)[4/4]
4 fili (lecturer)[4/4] & (plan)[4/4] 45 (name)[4/2] A =2 — (menu)[4/4] #iiF (report)[4/4] MG (target)[4/4]
(training) A (outcome)[4/4] FEJE (satisfaction)[2/2] #5 (place/atmosphere)[3/3] & D Jj (state of existence)[2/2] #:ff
(detail)[4/4] #2 (opportunity)[1/1] EH (capacity)[4/4] il (participation)[4/4] (%> (other)[0/0]

consensus in our case) employed in [7], the proposed method obtained relaxed
attributes with 0.852 precision and general attributes with 0.727 precision for the
top 20 outputs. Table 3 lists the top 20 attributes obtained with the proposed
method for several classes. The numeral before (after) “/” is the number of
evaluators who judged the attribute as correct as a relaxed (general) attribute.
We can see that many interesting attributes were obtained.

4.3 Effect of Scores

In this analysis, we assessed the effect that sub-scores in Eq. (1) had on the
acquisition accuracy by observing the decrease in precision when we removed
each score from Eq. (1). First, we could observe a positive effect for most scores
in terms of the precision averaged over evaluators. Moreover, interestingly, the
tendency of the effect was very similar for all evaluators, even though the as-
sessments varied greatly depending on the evaluator as the previous experiment
showed. Due to space limitations, we will only present the latter analysis here.
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Fig. 6. Effect of scores. Left: relaxed attribute. Right: general attribute.

We calculated the change in precision “per evaluator”, and then calculated the
averaged change, i.e., the change averaged over evaluators. Figure 6 plots the
averaged change and standard deviations. The effect of n(C, A) is represented
by “Proposed - pattern (web)”, that of f(C, A) by “Proposed - pattern (news)”,
that of t(C, A) by “Proposed - tag”, and that of dfidf(C, A) by “Proposed -
dfidf”. In the relaxed attribute case, we can see that most of the scores were ef-
fective at almost all ranks regardless of the evaluator (negative difference means
positive effect). The effect of f(C, A) and t(C, A) was especially remarkable. Al-
though n(C, A) has a similar curve to f(C, A), the effect is weaker. This may
be caused by the difference in the number of documents available (As we previ-
ously described, we currently cannot obtain a large number of documents from
the Web). The effect dfidf(C, A) had was two-fold. This contributed positively
at lower ranks but it contributed negatively at higher ranks (around the top
1-5). In the general attribute case, the positive effect became harder to observe
although the tendency was similar to the relaxed case. However, we can see that
f(C, A) still contributed greatly even in this case. The effect of ¢(C, A), on the
other hand, seems to have weakened greatly.

4.4 Effect of Hypernym

If we have a hypernym-hyponym knowledge base, we can also collect the local
document set by using the hyponyms in the class as the keywords for the search
engine instead of using the class label (hypernym). In this experiment, we com-
pared the proposed method with this alternative. We collected about the same
number of documents for the alternative method as for the proposed method to
focus on the quality of collected documents. We used hyponyms with the alter-
native method instead of class label C' in patterns for n(C, A) (thus n(Hs, A) to
be precise). f(C, A) was unchanged. Figure 7 plots the results in the same way
as for the previous analysis (i.e., difference from the proposed method). We can
see that the class label is better than hyponyms for collecting local documents
at least in the current setting.
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Fig. 7. Effect of hypernyms. Left: relaxed case. Right: general case.

5 Discussion

5.1 Related Work

Several studies have attempted to acquire attributes or attribute-value pairs
[1,3,7,8,16]. Yoshida [1] proposed a method of integrating tables on the Web.
Although his method consequently acquired attributes, he did not evaluate the
accuracy of attributes. Yoshida et al. [16] proposed a method of identifying
attribute-value pairs in Web documents. However, since this method only iden-
tified the attributes obtained with the method in [1], the coverage might be
bounded by the coverage of tables for attributes. Moreover, these methods did
not utilize the statistics for words or lexico-syntactic patterns as ours did. Taka-
hashi et al. [8] extracted triples (object, attribute, value) from newspaper articles
using lexico-syntactic patterns and statistical scores. However, they focused only
on proper nouns and selected the attribute candidates manually. Freishmann et
al. [3] extracted attribute-value pairs with a high degree of precision by filtering
the candidates extracted with lexico-syntactic patterns by using a model learned
with supervised learning. Although this approach is promising, their method was
limited to person names and we must prepare training data to apply the method
to other types of objects.

5.2 Future Directions

Clues based on QA tests. The current ranking, Eq. (1), does not exploit the
observation behind the criteria in Sect. 3. Only the lexico-syntactic patterns “C'
no A” slightly reflect the criteria. Higher accuracy might be achieved by using
patterns that directly reflect the QA tests, e.g., statistics from FAQ lists. The
hyponym tests in Sect. 3.4 can also be reflected if we use a hyponymy database.
In addition, it is not surprising that the proposed method was not efficient at
acquiring general attributes since the score was not meant for that (although
the use of class labels might be a contributing factor, ambiguous class labels
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cause problems at the same time). The hyponym database might be exploited
to measure the generality of attributes.

Full use of the Web. The current method cannot use all Web documents
due to limitations with search engines. The more Web documents we have, the
more useful the score n(C, A). We are currently planning to prepare our own
non-restricted Web repository. Using this, we would also like to elaborate on the
comparison described in Sect. 4.4 between the use of hypernyms (class labels)
and hyponyms (instance words) in collecting the local document set.

Assessment of Coverage. Currently, the actual recall with the proposed
method is unknown. It will be important to estimate how many attributes are
needed for practical applications, e.g., by manually analyzing the use of pattern
“C' no A” exhaustively for a certain class, C'. In addition, since we selected classes
that were successfully obtained with a hyponymy acquisition method, we cannot
deny the possibility that the proposed method has been evaluated for the classes
for which reliable statistics can easily be obtained. Thus, the evaluation of more
difficult (e.g., more infrequent) classes will be an important future work.

Type Acquisition. What types of questions and what types of suffix augmen-
tations are possible for a given attribute (i.e., the type of attribute value) might
also be useful, e.g., in value extraction and in determining type of the attribute
(in the sense of “property or part-of”). This was left for the evaluators to chose
arbitrarily in this study. We would like to extract such knowledge from the Web
using similar techniques such as word statistics and lexico-syntactic patterns.

6 Conclusion

We presented a method of acquiring attributes that utilizes statistics on words,
lexico-syntactic patterns, and HTML tags. We also proposed criteria and an
evaluation procedure based on question-answerability. Using the procedure, we
conducted experiments with four human evaluators. The results revealed that
our method could obtain attributes with a high degree of precision.
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Abstract. This paper presents a lightweight method for unsupervised
extraction of paraphrases from arbitrary textual Web documents. The
method differs from previous approaches to paraphrase acquisition in
that 1) it removes the assumptions on the quality of the input data,
by using inherently noisy, unreliable Web documents rather than clean,
trustworthy, properly formatted documents; and 2) it does not require
any explicit clue indicating which documents are likely to encode parallel
paraphrases, as they report on the same events or describe the same sto-
ries. Large sets of paraphrases are collected through exhaustive pairwise
alignment of small needles, i.e., sentence fragments, across a haystack
of Web document sentences. The paper describes experiments on a set
of about one billion Web documents, and evaluates the extracted para-
phrases in a natural-language Web search application.

1 Introduction

The information captured in textual documents frequently encodes semantically
equivalent ideas through different lexicalizations. Indeed, given the generative
power of natural language, different people employ different words or phrases to
convey the same meaning, depending on factors such as background knowledge,
level of expertise, style, verbosity and personal preferences. Two equivalent frag-
ments of text may differ only slightly, as a word or a phrase in one of them
is paraphrased in the other, e.g., through a synonym. Yet even small lexical
variations represent challenges to any automatic decision on whether two text
fragments have the same meaning, or are relevant to each other, since they are
no longer lexically identical. Many natural-language intensive applications make
such decisions internally. In document summarization, the generated summaries
have a higher quality if redundant information has been discarded by detecting
text fragments with the same meaning [1]. In information extraction, extrac-
tion templates will not be filled consistently whenever there is a mismatch in
the trigger word or the applicable extraction pattern [2]. Similarly, a question
answering system could incorrectly discard a relevant document passage based
on the absence of a question phrase deemed as very important [3], even if the
passage actually contains a legitimate paraphrase.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 119-130, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In information retrieval, deciding whether a text fragment (e.g., a document)
is relevant to another text fragment (i.e., the query) is crucial to the overall out-
put, rather than merely useful within some internal system module. Indeed,
relevant documents or passages may be missed, due to the apparent mismatch
between their terms and the paraphrases occurring in the users’ queries. The
previously proposed solutions to the mismatch problem vary with respect to the
source of the data used for enriching the query with alternative terms. In auto-
matic query expansion, the top documents provide additional query terms [4]. An
alternative is to attempt to identify the concepts captured in the queries and find
semantically similar concepts in external resources, e.g., lexical databases [5, 6].
This paper explores a different direction, namely the unsupervised acquisition
of large sets of paraphrases from unstructured text within Web documents, and
their exploitation in natural-language Web search.

We present a lightweight method for unsupervised extraction of paraphrases
from arbitrary, textual Web documents. The method taps the textual contents
provided by millions of anonymous Web document contributors. The remainder
of the paper is structured as follows. After a condensed overview of the para-
phrase acquisition method and a contrast to previous literature in Section 2,
Section 3 presents the method in more detail. Section 4 describes evaluation
results when applying the method to textual documents from a Web repository
snapshot of the Google search engine.

2 Method at a Glance

The proposed acquisition method collects large sets of word and phrase-level
paraphrases via exhaustive pairwise alignment of small needles, i.e., sentence
fragments, across a haystack of Web document sentences. The acquisition of
paraphrases is a side-effect of the alignment.

In the example in Figure 1, if two sentence fragments have common word
sequences at both extremities, then the variable word sequences in the middle
are potential paraphrases of each other. A significant advantage of this extraction
mechanism is that it can acquire paraphrases from sentences whose information
content overlaps only partially, as long as the fragments align. Indeed, the source
sentences of the paraphrase (withdrew from, pulled out of), as well as of (took
effect, came into force), are arguably quite different overall in Figure 1. Moreover,
the sentences are part of documents whose content intersection is very small.

In addition to its relative simplicity when compared to more complex,
sentence-level paraphrase acquisition [7], the method introduced in this paper
is a departure from previous approaches in several respects. First, the para-
phrases are not limited to variations of specialized, domain-specific terms as
in [8], nor are they restricted to a narrow class such as verb paraphrases [9].
Second, as opposed to virtually all previous approaches, the method does not
require high-quality, clean, trustworthy, properly-formatted input data. Instead,
it uses inherently noisy, unreliable Web documents. The source data in [10] is
also a set of Web documents. However, it is based on top search results collected
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Fig. 1. Paraphrase acquisition from unstructured text across the Web

from external search engines, and its quality benefits implicitly from the rank-
ing functions of the search engines. Third, the input documents here are not
restricted to a particular genre, whereas virtually all other recent approaches
are designed for collections of parallel news articles, whether the articles are
part of a carefully-compiled collection [11] or aggressively collected from Web
news sources [12]. Fourth, the acquisition of paraphrases in this paper does not
rely on external clues and attributes that two documents are parallel and must
report on the same or very similar events. Comparatively, previous work has
explicit access to, and relies strongly on clues such as the same or very similar
timestamps being associated to two news article documents [11], or knowledge
that two documents are translations by different people of the same book into
the same language [13].

3 Mining the Web for Paraphrases

The use of the Web as input data source strongly impacts the design of the
method, since the average Web document is much noisier and less reliable than
documents in standard textual collections. Furthermore, the separation of useful
textual information from other items within the document is trivial in standard
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collections. In contrast, Web documents contain extraneous HTML information,
formatting errors, intra- and inter-document inconsistencies, spam and other
adversarial information, and in general they lack any assumptions regarding a
common document structure. Consequently, the acquisition of paraphrases must
be robust, handle Web documents with only minimal linguistic processing, avoid
expensive operations, and scale to billions of sentences.

3.1 Document Pre-processing

As a pre-requisite to the actual acquisition of paraphrases, the Web documents
are converted from raw string representations into more meaningful linguistic
units. After filtering out HTML tags, the documents are tokenized, split into
sentences and part-of-speech tagged with the TnT tagger [14]. Many of the
candidate sentences are in fact random noise caused by the inconsistent structure
(or complete lack thereof) of Web documents, among other factors. To improve
the quality of the data, sentences are retained for further processing only if
they satisfy the following lightweight sanity checks: 1) they are reasonably sized:
sentences containing less than 5 words or more than 30 words are discarded; 2)
they contain at least one verb that is neither a gerund nor a modal verb; 3) they
contain at least one non-verbal word starting in lower-case; 4) none of the words
is longer than 30 characters; and 5) less than half of the words are numbers.
Since the experiments use a collection of English documents, these checks are
geared towards English.

3.2 Acquisition via Text Fragment Alignment

At Web scale, the number of sentences that pass the fairly aggressive sanity
checks during document pre-processing is still extremely large, easily exceed-
ing one billion. Any brute-force alignment of all pairs of document sentences is
therefore unfeasible. Instead, the acquisition of paraphrases operates at the level
of text fragments (ngrams) as shown in Figure 2.

The extraction algorithm roughly consists of the following three phases:

— Generate candidate ngrams from all sentences (steps 1 through 5 in Figure 2);
— Convert each ngram into a ready-to-align pair of a variable fragment (a
candidate paraphrase) and a constant textual anchor (steps 6 through 13);
— Group the pairs with the same anchors; collect the variable fragments within
each group of pairs as potential paraphrases of one another (steps 14 to 20).

The algorithm starts with the generation of candidate ngrams, by collecting
all possible ngrams such that their length varies within pre-defined boundaries.
More precisely, an ngram starts and ends in a fixed number of words (L¢);
the count of the additional (ngram) words in-between varies within pre-defined
limits (Minp and Maxp, respectively).

The concatenation of the fixed-length left (Cstz) and right (Cstg) extremi-
ties of the ngram forms a textual anchor for the variable fragment (Var) in the
middle. The variable fragment becomes a potential candidate for a paraphrase:
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Input: 6 For each ngram N; in {N}

{S} set of sentences 7 Ly, = length of N;

L length of constant extremities 8 Cstr) = subseq [0, Lo-1] of N;
Minp, Maxp paraphrase length bounds 9 Cstr = subseq [Ln,Lc, Ln,-1] of N;

Vars: 10 Var; = subseq [Lc, Ln,-Lc-1] of N;
{N} set of ngrams with attached info 11 Anchor; = concat of Csty| and Cstr
{P} set of pairs (anchor, candidate) 12 Anchor; = concat of Att; and Anchor;
{R} set of paraphrase pairs with freq info 13 Insert pair (Anchor;,Var;) into {P}

Output: {R} 14 Sort pairs in {P} based on their anchor

Steps: 15 For each {P;} C {P} with same anchor

1{R} = {N} = {P} = empty set; 16 For all item pairs P;; and P, in {P;}

2 For each sentence S; in {S} 17 Var;, = variable part of pair P;,

3 Generate ngrams N;; between length 18 Var;, = variable part of pair F;,

2x Lc + Minp and 2 X Lc + Maxp 19 Incr. count of (Var;,,Vari,) in {R}
4 TFor each N;j;, attach addtl. info Att;; 20 Incr. count of (Var,,Var,) in {R}
5 Insert N;; with Att;; into {N} 21 Return {R}

Fig. 2. Algorithm for paraphrase acquisition from Web document sentences

(S1) Together they form the Platte River ,which eventually flows into the Gulfof Mezico.
~ -~ EAA RV -~ rd
Cstrp, Var Cstp

Whenever the anchors of two or more ngrams are the same, their variable frag-
ments are considered to be potential paraphrases of each other, thus implement-
ing a const-var-const type of alignment.

3.3 Alignment Anchors

According to the simplified discussion from above, the algorithm in Figure 2 may
align two sentence fragments “decided to read the government report published
last month” and “decided to read the edition published last month” to incorrectly
produce government report and edition as potential paraphrases of each other.
To avoid such alignments, Steps 4 and 12 of the algorithm enrich the anchoring
text around each paraphrase candidate, namely by extending the anchors to in-
clude additional information from the source sentence. By doing so, the anchors
become longer and more specific, and thus closer to expressing the same informa-
tion content. In turn, this reduces the chances of any two ngrams to align, since
ngram alignment requires the complete matching of the corresponding anchors.
In other words, the amount of information captured in the anchors is a trade-off
between coverage (when anchors are less specific) and accuracy of the acquired
paraphrases (when the anchors are more specific). At the low end, less specific
anchors include only immediate contextual information. This corresponds to the
algorithm in Figure 2, when nothing is attached to any of the ngrams in Step
4. At the high end, one could collect all the remaining words of the sentence
outside the ngram, and attach them to more specific anchors in Step 4. This is
equivalent to pairwise alignment of full-length sentences.

We explore three different ways of collecting additional anchoring information
from the sentences:
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Table 1. Examples of paraphrase pairs collected from the Web with one of Ngram-
Entity or Ngram-Relative, but not with the other

Only with Ngram-Entity Only with Ngram-Relative
abduction, kidnapping abolished, outlawed
bachelor degree, bachelors degree abolished slavery, freed the slaves
cause, result in causes, results in

indicate, specify carries, transmits

inner product space, vector space died from, succumbed to
kill, murder empties into, flows to
obligations, responsibilities funds, pays for

registered service marks, registered trademarks means, stands for

video poker betting, video poker gambling penned, wrote

x-mas gift, x-mas present seized, took over

— Ngram-Only: The anchor includes only the contextual information assembled
from the fixed-length extremities of the ngram. Nothing else is attached to
the anchor.

— Ngram-Entity: In addition to Ngram-Only, the anchor contains the preced-
ing and following named entities that are nearest to the ngram. Sentences
without such named entities are discarded. The intuition is that the ngram
contains information which relates the two entities to each other.

— Ngram-Relative: On top of Ngram-Only, the anchor includes the remain-
ing words of the adverbial relative clause in which the variable part of the
ngram appears, e.g., “when Soviet Union troops pulled out of Afghanistan”,
or “which came into force in 2000” in Figure 1. The clause must modify a
named entity or a date, which is also included in the anchor. Sentences not
containing such clauses are rejected. ! The intuitive motivation in that the
entity is related to part of the ngram via the adverbial particle.

For illustration, consider the earlier example of the sentence S; from Sec-
tion 3.2. With Ngram-Entity, Platte River (preceding entity) and Mezico (fol-
lowing entity) are included in the anchor. In comparison, with Ngram-Relative
the additional information combines Platte River (entity) and of Mezico (remain-
der of relative clause). In this example, the difference between Ngram-Entity and
Ngram-Relative happens to be quite small. In general, however, the differences
are more significant. Table 1 illustrates paraphrases collected from the Web by
only one of the two anchoring mechanisms.

To ensure robustness on Web document sentences, simple heuristics rather
than complex tools are used to approximate the additional information attached
to ngrams in Ngram-Entity and Ngram-Relative. Named entities are approxi-
mated by proper nouns, as indicated by part-of-speech tags. Adverbial relative
clauses, together with the entities or dates they modify, are detected according
to a small set of lexico-syntactic patterns which can be summarized as:

([Date|Entity] [,|-|(|nil] [Wh] RelClause [,|-])].])

! By discarding many sentences, Ngram-Relative sacrifices recall in favor of precision.



Aligning Needles in a Haystack 125

where Wh is one of who, when, which or where. The patterns are based mainly on
wh-words and punctuation. The matching adverbial clause RelClause must sat-
isfy a few other constraints, which aim at avoiding, rather than solving, complex
linguistic phenomena. First, personal and possessive pronouns are often refer-
ences to other entities. Therefore clauses containing such pronouns are discarded
as ambiguous. Second, appositives and other similar pieces of information are
confusing when detecting the end of the current clause. Consequently, during
pattern matching, if the current clause does not contain a verb, the clause is
either extended to the right, or discarded upon reaching the end of the sentence.

4 Evaluation

The input data for paraphrase acquisition is a collection of 972 million Web
documents, from a Web repository snapshot of the Google search engine taken in
2003. All documents are in English. The parameters controlling the length of the
ngrams and candidate paraphrases, introduced in Figure 2, are Lo=3, Minp=1
and Maxzp=4. 2 The anchors use additional information from the sentences,
resulting in separate runs and sets of paraphrases extracted with Ngram-Only,
Ngram-Entity and Ngram-Relative respectively. The experiments use a parallel
programming model [15]. The extracted paraphrase pairs that co-occur very
infrequently (i.e., in less than 5 unique ngram pairs) are discarded.

4.1 Quantitative Results

The sanity checks applied in document pre-processing (see Section 3.1) discard
a total of 187 billion candidate sentences from the input documents, with an
average of 3 words per sentence. In the case of Ngram-Only, paraphrases are ex-
tracted from the remaining 9.5 billion sentences, which have 17 words on average.
As explained in Section 3.3, Ngram-Entity and Ngram-Relative apply a set of ad-
ditional constraints as they search the sentences for more anchoring information.
Ngram-Entity discards 72 million additional sentences. In contrast, as many as
9.3 billion sentences are rejected by the constraints encoded in Ngram-Relative.

The number of paraphrase pairs extracted from the Web varies with the
particular kind of anchoring mechanism. The simplest one, i.e., Ngram-Only,
produces 41,763,994 unique pairs that co-occur in at least 5 different ngrams.
With Ngram-Relative, the output consists of 13,930 unique pairs. In comparison,
Ngram-Entity generates 101,040 unique pairs. Figure 3 shows that the number
of acquired paraphrases varies more or less linearly in the size of the input data.

The large majority of the paraphrase pairs contain either two single-word
phrases (40% for Ngram-Entity, and 49% for Ngram-Relative), or one single-
word and one multi-word phrase (22% for Ngram-Entity, and 43% for Ngram-
Relative). Table 2 illustrates the top paraphrase pairs with two multi-word
phrases, after removal of paraphrases containing only stop words, or upper /lower

2 No experiments were performed with higher values for Maxp (to collect longer
paraphrases), or higher/lower values for Lc (to use more/less context for alignment).
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Fig. 3. Variation of the number of acquired paraphrase pairs with the input data size

Table 2. Top ranked multi-word paraphrase pairs in decreasing order of frequency of
co-occurrence

# Ngram-Entity Ngram-Relative

1 DVD Movie, VHS Movie became effective, took effect

2 betting is excited, wagering is excited came into force, took effect

3 betting is, wagering is became effective, went into effect
4 Dbetting is excited, gambling is excited became effective, came into force
5 Annual Meeting of, meeting of became effective, came into effect
6 center of, centre of entered into force, took effect

7 betting is, gambling is one hour, two hours

case variation. Top multi-word phrases extracted by Ngram-Relative tend to be
self-contained syntactic units. For instance, entered into force is a verb phrase
in Table 2. In contrast, many of the top paraphrases with Ngram-Entity end in
a linking word, such as the pair (center of, centre of). Note that every time this
pair is extracted, the smaller single-word paraphrase pair that folds the common
linking word into the anchor, e.g., (center, centre), is also extracted.

4.2 Quality of Paraphrases

Table 2 shows that the extracted paraphrases are not equally useful. The pair
(became effective, took effect) is arguably more useful than (one hour, two hours).
Table 3 is a side-by-side comparison of the accuracy of the paraphrases with
Ngram-Only, Ngram-Entity and Ngram-Relative respectively. The values are
the result of manual classification of the top, middle and bottom 100 paraphrase
pairs from each run into 11 categories. The first six categories correspond to
pairs classified as correct. For instance (Univeristy, University) is classified in
class (1); (Treasury, treasury) in (2); (is, are) in (3); (e-mail, email) in (4);
and (can, could) in (5). The pairs in class (6) are considered to be the most
useful; they include (trip, visit), (condition, status), etc. The next three classes
do not contain synonyms but are still useful. The pairs in (7) are siblings rather
than direct synonyms; examples are (twice a year, weekly) and (French, welsh).
Furthermore, modal verbs such as (may, should), numbers, and prepositions like
(up, back) also fall under class (7). Many of the 63 pairs classified as siblings
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Table 3. Quality of the acquired paraphrases

Ngram-Only Ngram-Entity Ngram-Relative
Classification of Pairs Top Mid Low Top Mid Low Top Mid Low
100 100 100 100 100 100 100 100 100

(1) Correct; punct., symbols, spelling 1 5 11 12 6 20 18 11 15
(2) Correct; equal if case-insensitive 0o 5 0 27 2 11 9 2 14
(3) Correct; both are stop words 4 0 0 3 O 1 1 0 0
(4) Correct; hyphenation 0 1 4 10 3 8 2 19 43
(5) Correct; morphological variation 8§ 1 10 9 10 20 20 15 6
(6) Correct; synonyms 16 8 21 5 32 14 33 23 6
Total correct 29 20 46 66 8 74 83 70 84
(7) Siblings rather than synonyms 63 29 19 32 8 15 5 7 7
(8) One side adds an elaboration o 0o 3 0 0 o0 1 2 1
(9) Entailment 0 3 2 0 O 1 3 1 0
Total siblings 63 32 24 32 8 16 9 10 8
(10) Incorrect; antonyms 6 0 2 0 1 4 4 3 4
(11) Incorrect; other 2 48 28 2 6 6 4 17 4
Total incorrect 8§ 48 30 2 7 10 8 20 8

with Ngram-Only in Table 3 are precisely such words. Class (8) contains pairs
in which a portion of one of the elements is a synonym or phrasal equivalent
of the other element, such as (poliomyelitis globally, polio) and (UNC, UNC-
CH), whereas (9) captures what can be thought of as entailment, e.g., (governs,
owns) and (holds, won). Finally, the last two classes from Table 3 correspond to
incorrect extractions, due to either antonyms like (lost, won) and (your greatest
strength, your greatest weakness) in class (10), or other factors in (11).

The aggregated evaluation results, shown in bold in Table 3, suggest that
Ngram-Only leads to paraphrases of lower quality than those extracted with
Ngram-Entity and Ngram-Relative. In particular, the samples from the middle
and bottom of the Ngram-Only paraphrases contain a much higher percentage
of incorrect pairs. The results also show that, for Ngram-Entity and Ngram-
Relative, the quality of paraphrases is similar at different ranks in the paraphrase
lists sorted by the number of different ngrams they co-occur in. For instance, the
total number of correct pairs has comparable values for the top, middle and bot-
tom pairs. This confirms the usefulness of the heuristics introduced in Section 3.3
to discard irrelevant sentences with Ngram-Entity and Ngram-Relative.

4.3 Paraphrases in Natural-Language Web Search

The usefulness of paraphrases in Web search is assessed via an existing experi-
mental repository of more than 8 million factual nuggets associated with a date.
Repositories of factual nuggets are built offline, by matching lightweight, open-
domain lexico-semantic patterns on unstructured text. In the repository used in
this paper, a factual nugget is a sentence fragment from a Web document, paired
with a date extracted from the same document, when the event encoded in the
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Table 4. Impact of expansion of the test queries (QH/QL=count of queries with
higher/lower scores than without expansion, NE=Ngram-Entity, NR=Ngram-Relative)

Max. nr. disjunctions QH QL Score

per expanded phrase NE NR NE NR NE NR
1 (no paraphrases) 0 0 0 0 52.70 52.70
2 (1 paraphrase) 17 8 7 6 64.50 57.62
3 (2 paraphrases) 22 13 6 9 70.38 60.46
4 (3 paraphrases) 23 15 6 7 71.42 60.39
5 (4 paraphrases) 26 18 12 5 71.73 63.35

sentence fragment occurred according to the text, e.g., (1937, Golden Gate was
built), and (1947, Bell Labs invented the transistor).

A test set of temporal queries is used to extract direct results (dates) from
the repository of factual nuggets, by matching the queries against the sentence
fragments, and retrieving the associated dates. The test queries are all queries
that start with either When or What year, namely 207 out of the total count of
1893 main-task queries, from the Question Answering track [16] of past editions
(1999 through 2002). The metric for measuring the accuracy of the retrieved
results is the de-facto scoring metric for fact-seeking queries, that is, the recip-
rocal rank of the first returned result that is correct (in the gold standard) [16].
If there is no correct result among the top 10 returned, the query receives no
credit. Individual scores are aggregated (i.e., summed) over the entire query set.

In a series of parallel experiments, all phrases from the test queries are
expanded into Boolean disjunctions with their top-ranked paraphrases. Query
words with no paraphrase are placed into the expanded queries in their origi-
nal form. The other query words are expanded only if they are single words, for
simplicity. Examples of implicitly-Boolean queries expanded disjunctively, before
removal of stop words and wh-words, are:

— When did Amtrak (begin | start | began | continue | commence) (operations
| operation | activities | Business | operational)?

— When was the De Beers (company | Co. | firm | Corporation | group) (founded
| established | started | created | co-founded)?

Table 4 illustrates the impact of paraphrases on the accuracy of the dates
retrieved from the repository of factual nuggets associated with dates. When
compared to non-expanded queries, paraphrases consistently improve the accu-
racy of the returned dates. Incremental addition of more paraphrases results in
more individual queries with a better score than for their non-expanded ver-
sion, and higher overall scores for the returned dates. The paraphrases extracted
with Ngram-Entity produce scores that are higher than those of Ngram-Relative,
due mainly to higher coverage. Since the temporal queries represent an exter-
nal, objective test set, they provide additional evidence regarding the quality of
paraphrases in a practical application.
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5 Conclusion

The Web has gradually grown into a noisy, unreliable, yet powerful resource of
human knowledge. This knowledge ranges from basic word usage statistics to in-
tricate facts, background knowledge and associated inferences made by humans
reading Web documents. This paper describes a method for unsupervised acqui-
sition of lexical knowledge across the Web, by exploiting the numerous textual
forms that people use to share similar ideas, or refer to common events. Large
sets of paraphrases are collected through pairwise alignment of ngrams occur-
ring within the unstructured text of Web documents. Several mechanisms are
explored to cope with the inherent lack of quality of Web content. The quality of
the extracted paraphrases improves significantly when the textual anchors used
for aligning potential paraphrases attempt to approximate, even at a very coarse
level, the presence of additional information within the sentences. In addition
to the known role of the extracted paraphrases in natural-language intensive
applications, the experiments in this paper illustrate their impact in returning
direct results to natural-language queries.

The final output of the extraction algorithm lacks any distinction among
paraphrases that apply to only one of the several senses or part of speech tags
that a word or phrase may have. For instance, hearts, center and middle mix
the medical and positioning senses of the word heart. Conversely, the extracted
paraphrases may capture only one sense of the word, which may not match
the sense of the same word in the queries. As an example, in the expansion of
one of the test queries, “Where is the massive North Korean (nuclear|atomic)
(complez|real) (located|situated|found)?”, a less-than-optimal paraphrase of com-
plex not only provides a sibling rather than a near synonym, but may incorrectly
shift the focus of the search towards the mathematical sense of the word (com-
plex versus real numbers). Aggregated contextual information from the source
ngrams could provide a means for selecting only some of the paraphrases, based
on the query. As another direction for future work, we plan to revise the need
for language-dependent resources (namely, the part of speech tagger) in the cur-
rent approach, and explore possibilities of minimizing or removing their use for
seamless transfer of the approach to other languages.
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Abstract. In this paper, we first discuss a problem of developing a
knowledge base by using natural language documents: wrong informa-
tion in natural language documents. It is almost inevitable that natural
language documents, especially web documents, contain wrong informa-
tion. As a result, it is important to investigate a method of detecting
and correcting wrong information in natural language documents when
we develop a knowledge base by using them. In this paper, we report a
method of detecting wrong information in mails posted to a mailing list
and developing a knowledge base by using these mails. Then, we describe
a QA system which can answer how type questions based on the knowl-
edge base and show that question and answer mails posted to a mailing
list can be used as a knowledge base for a QA system.

1 Introduction

Because of the improvement of NLP, research activities which utilize natural
language documents as a knowledge base become popular, such as QA track on
TREC [1] and NTCIR [2]. However, these QA systems assumed the user model
where the user asks what type questions. On the contrary, there are a few QA
systems which assumed the user model where the user asks how type question,
in other words, how to do something and how to cope with some problem [3] [4]
[7]. There are several difficulties in developing a QA system which answers how
type questions, and we focus attention to two problems.

First problem is the difficulty of extracting evidential sentences by which the
QA system answers how type questions. It is not difficult to extract evidential
sentences by which the QA system answers what type questions. For example,
question (Q1) is a what type question and “Naoko Takahashi, a marathon runner,
won the gold medal at the Sydney Olympics” is a good evidential sentence for
answering question (Q1).

(Q1) Who won the gold medal in women’s marathon
at the Sydney Olympics?
(DA1-1) Naoko Takahashi.

It is not difficult to extract this evidential sentence from natural language doc-
uments by using common content words and phrases because this sentence and
question (Q1) have several common content words and phrases. On the contrary,
it is difficult to extract evidential sentences for answering how type questions

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 131-142, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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only by using linguistic clues, such as, common content words and phrases. For
example, it is difficult to extract evidential sentences for answering how type
question (Q2) because there may be only a few common content words and
phrases between the evidential sentences and question (Q2).

(Q2) How can I cure myself of allergy?
(DA2-1) You had better live in a wooden floor.
(02-1-1) Keep it clean.
(02-1-2) Your room is always dirty.
(DA2-2) Drink two spoonfuls of vinegar every day.
(QR2-2-1) T tried, but, no effect.

To solve this problem, [3] and [4] proposed methods of collecting knowledge
for answering questions from FAQ documents and technical manuals by using
the document structure, such as, a dictionary-like structure and if-then format
description. However, these kinds of documents requires the considerable cost of
developing and maintenance. As a result, it is important to investigate a method
of extracting evidential sentences for answering how type questions from natural
language documents at low cost. To solve this problem, we proposed a method
of developing a knowledge base by using mails posted to a mailing list (ML)
[8]. We have the following advantages when we develop knowledge base by using
mails posted to a mailing list.

— it is easy to collect question and answer mails in a specific domain, and
— there is some expectation that information is updated by participants

Furthermore, we developed a QA system and show that mails posted to a mailing
list can be used as a knowledge base by which a QA system answers how type
questions [8].

Next problem is wrong information. It is almost inevitable that natural lan-
guage documents, especially web documents, contain wrong information. For

example, (DA3-1) is opposed by (QR3-1-1).

(Q3) How I set up my wheel mouse for the netscape ?
(DA3-1) You can find a setup guide in the Dec. issue of SD magazine.
(QR3-1-1) I cannot use it although I modified
/usr/lib/netscape/ja/Netscape according to the guide.

Wrong information is a central problem of developing a knowledge base by us-
ing natural language documents. As a result, it is important to investigate a
method of detecting and correcting wrong information in natural language doc-
uments. In this paper, we first report a method of detecting wrong information
in question and answer mails posted to a mailing list. In our method, wrong
information in the mails are detected by using mails which ML participants sub-
mitted for correcting wrong information in the previous mails. Then, the system
gives one of the following confirmation labels to each set of question and their
answer mails:
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positive label shows the information described in a set of a question and its
answer mail is confirmed by the following mails,

negative label shows the information is opposed by the following mails, and

other label shows the information is not yet confirmed.

Our knowledge base is composed of these labeled sets of a question and its answer
mail. Finally, we describe a QA system: It finds question mails which are similar
to user’s question and shows the results to the user. The similarity between user’s
question and a question mail is calculated by matching of user’s question and the
significant sentence extracted from the question mail. A user can easily choose
and access information for solving problems by using the significant sentences
and confirmation labels.

2 Mails Posted to a Mailing List

There are mailing lists to which question and answer mails are posted frequently.
For example, in Vine Users ML, several kinds of question and answer mails
are posted by participants who are interested in Vine Linux !. We intended to
use these question and answer mails for developing knowledge base for a QA
system because

— it is easy to collect question and answer mails in a specific domain,

— it is easy to extract reference relations among mails,

— there is some expectation that information is updated by participants, and

— there is some expectation that wrong information in the previous mails is
pointed out and corrected by participants.

However, there is a problem of extracting knowledge from mails posted to
a mailing list. As mentioned, it is difficult to extract knowledge for answering
how type questions from natural language documents only by using linguistic
clues, such as, common content words and phrases. To solve this problem, [3]
and [4] proposed methods of collecting knowledge from FAQ documents and
technical manuals by using the document structure, such as,; a dictionary-like
structure and if-then format description. However, mails posted to a mailing
list, such as Vine Users ML, do not have a firm structure because questions
and their answers are described in various ways. Because of no firm structure,
it is difficult to extract precise information from mails posted to a mailing list
in the same way as [3] and [4] did. However, a mail posted to ML generally
has a significant sentence. A significant sentence of a question mail has the
following features:

1. it often includes nouns and unregistered words which are used in the mail
subject.

2. it is often quoted in the answer mails.

3. it often includes the typical expressions, such as,

! Vine Linux is a linux distribution with a customized Japanese environment.
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(a) (ga / shikasi (but / however)) + --- 4+ mashita / masen / shouka /
imasu (can / cannot / whether / current situation is) + .
(ex) Bluefish de mihongo font ga hyouji deki masen. (I cannot see
Japanese fonts on Bluefish.)

(b) komatte / torabutte / goshido / ? (have trouble / is troubling / tell
me / ?7)
(ex) saikin zstart ga dekinakute komatte imasu (In these days, I have
trouble executing xstart.)

4. it often occurs near the beginning.

Before we discuss the significant sentence in answer mails, we classified answer
mails into three types: (1) direct answer (DA) mail, (2) questioner’s reply (QR)
mail, and (3) the others. Direct answer mails are direct answers to the original
question. Questioner’s reply mails are questioner’s answers to the direct answer
mails. Suppose that (Q2) in Section 1 and its answers are question and answer
mails posted to a mailing list, respectively. In this case, (DA2-1) and (DA2-
2) are DA mails to (Q2). (QR2-2-1) is a QR mail to (DA2-2). (02-1-1) and
(02-1-2) are the others.

In a DA mail, the answerer gives answers to the questioner, such as (DA2-1)
and (DA2-2). Also, the answerer often asks the questioner back when the ques-
tion is imperfect. As a result, significant sentences in DA mails can be classified
into two types: answer type and question type sentence. They have the following
features:

— it often includes the typical expressions, such as,
e answer type sentence
* dekiru / dekinai (can / cannot)
* shita / shimashita / shiteimasu / shiteimasen (did / have done /
doing / did not do)
x shitekudasai / surebayoi (please do / had better)
e uestion type sentence
* masuka / masenka / desuka (did you / did not you / do you)
— it is often quoted in the following mails.
— it often occurs after and near to the significant sentence of the question mail
if it is quoted.

In a QR mail, the questioner shows the results, conclusions, and gratitude to
the answerers, such as (QR2-2-1), and sometimes points out wrong information
in a DA mail and correct it, such as, (QR2-2-1) and (QR3-1-1). A significant
sentence in a QR has the following features:

— it often includes the typical expressions.

o dekita / dekimasen (could / could not)
e arigatou (thank)

— it often occurs after and near to the significant sentence of the DA mail if it
is quoted.
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Taking account of these features, we proposed a method of extracting signif-
icant sentences from question mails and their DA mails by using surface clues
[8]. Then, we showed, by using the significant sentences extracted from question
and their DA mails, the system can answer user’s questions or, at least, give a
good hint to the user. In this paper, we show that wrong information in a set of
a question mail and its DA mail can be detected by using the QR mail. Then,
we examined whether a user can easily choose and access information for solv-
ing problems with our QA system. In the next section, we will explain how to
extract significant sentences from QR mails by using surface clues and confirm
information in a set of a question mail and its DA mail.

3 Confirmation of Question and Answer Mails Posted
to ML

Information in a set of a question and its DA mail is confirmed by using the QR
mail in the next way:

step 1. extract a question mail, and its DA and QR mails by using reference
relations and sender’s email address.

step 2. extract sentences from each mail by detecting periods and blank lines.

step 3. check each sentence whether it is quoted in the following mails.

step 4. extract the significant sentence from the question mail by using surface
clues, such as, words in the subject, quotation in the DA mails, and clue
expressions in the same way as [8] did.

step 5. extract the significant sentence from the DA mail by using surface clues,
such as, quotation in the QR mail, and clue expressions in the same way as
[8] did.

step 6. calculate the significant score of each sentence in the QR mail by apply-
ing the next two rules. The sentence which has the largest score is selected
as the significant sentence in the QR mail.

rule 6-1: a rule for typical expressions. Give n points to sentences which
include n clue expressions in Figure 1.

rule 6—2: when two or more sentences have the largest score by applying
rule 6-1, (1) give 1 point to the sentence which is located after and the
nearest to the significant sentence in the DA mail if it is quoted, or (2)
give 1 point to the sentence which is the nearest to the lead.

step 7. give one of the following confirmation labels to the set of the question

and DA mail.

positive label is given to the set of the question and its DA mail when the
significant sentence in the QR mail has type 1 clue expressions in Fig 1.

negative label is given to the set of the question and its DA mail when the
significant sentence in the QR mail has type 2 clue expressions in Fig 1.

other label is given to the set of the question and its DA mail when the
significant sentence in the QR mail has neither type 1 nor type 2 clue
expressions in Fig 1.
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type 1 expressions

— -+ + dekiru / dekita (can / could).
— -+ + kaiketsu suru / shita (solve / solved).
— -+ + tsukaeru / tsukaeta (be usable).
— -+ 4+ umaku tku / itta / ikimashita (go / went well).
type 2 expressions
— -+ + dekinai / dekinakatta (cannot / could not).
— -+ + kaiketsu shinai / shinakatta (do/did not solve).
— -+ + tsukaenai / tsukaenai / tsukaemasen (not be usable).
— -+ 4+ umaku tkanai / ikanakatta (do/did not go well).

Fig. 1. Clue expressions for extracting a significant sentence from a QR mail

For evaluating our method, we selected 100 examples of question mails in
Vine Users ML. They have 121 DA mails, each of which has one QR mail.

First, we examined whether the results of determining the confirmation labels
were good or not. The results are shown in Table 1. Table 2 shows the type and
number of incorrect confirmation. The reasons of the failures were as follows:

— there were many significant sentences which did not include the clue expres-
sions.

— there were many sentences which were not significant sentences but included
the clue expressions.

— some question mails were submitted not for asking questions, but for giving
some news, notices, and reports to the participants. In these cases, there were
no answer in the DA mail and no sentence in the QR mail for confirming
the previous mails.

— questioner’s answer was described in several sentences and one of them was
extracted, and

— misspelling.

Next, we examined whether these significant sentences and the confirmation
labels were helpful in choosing and accessing information for solving problems.
Our QA system put the significant sentences in reference order, such as,

(Q4) wvedit ha, sonzai shinai file wo hirakou to suru to core wo haki masuka.
(Does vedit terminate when we open a new file?)
(DA4-1) hai, core dump shimasu. (Yes, it terminates.)
(DA4-2) shourai, GNOME ha install go sugu tsukaeru no desu ka?
(In near future, can I use GNOME just after the installation?)

Then, we examined whether a user can easily choose and access information for
solving problems. In other words, we examined whether

— there was good connection between the significant sentences or not, and
— the confirmation label was proper or not.

For example, (Q4) and (DA4-1) have the same topic, however, (DA4-2) has a
different topic. In this case, (DA4-1) is a good answer to question (Q4). A user
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Table 1. Results of determining confirmation labels

type correct incorrect total

positive 35 18 53
negative 10 4 14
other 48 6 54

Table 2. Type and number of incorrect confirmation

incorrect type and number of correct answers

confirmation positive negative other total
positive — 4 14 18
negative 2 - 2 4
other 4 2 - 6

Table 3. Results of determining confirmation labels to the proper sets of a question
and its DA mail

labeling result positive negative other total
correct 29 8 27 64
failure 4 4 15 23

can access the document from which (DA4-1) was extracted and obtain more
detailed information. As a result, the set of (Q4) and (DA4-1) was determined
as correct. On the contrary, the set of (Q4) and (DA4-2) was a failure. In this
experiment, 87 sets of a question and its DA mail were determined as correct
and 34 sets were failures. The reasons of the failures were as follows:

— wrong significant sentences extracted from question mails, and
— wrong significant sentences extracted from DA mails.

Failures which were caused by wrong significant sentences extracted from ques-
tion mails were not serious. This is because there is not much likelihood of
matching user’s question and wrong significant sentence extracted from ques-
tion mails. On the other hand, failures which were caused by wrong significant
sentences extracted from DA mails were serious. In these cases, significant sen-
tences in the question mails were successfully extracted and there is likelihood
of matching user’s question and the significant sentence extracted from ques-
tion mails. Therefore, the precision of the significant sentence extraction was
emphasized in this task.

Next, we examined whether proper confirmation labels were given to these
87 good sets of a question and its DA mail or not, and then, we found that
proper confirmation labels were given to 64 sets in them. The result was shown
in Table 3.

We discuss some example sets of significant sentences in detail. Question (Q5)
in Figure 2 has two answers, (DA5-1) and (DA5-2). (DA5-1) is a suggestion to
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(Q5) sound no settei de komatte imasu.
(I have much trouble in setting sound configuration.)
(DA5-1) mazuha, sndconfig wo jikkou shitemitekudasas.
(First, please try ’sndconfig’.)
(QR5-1-1) kore de umaku tkimashita. (I did well.)
(DA5-2) sndconfig de, shiawase ni narimashita.
(I tried ’sndconfig’ and became happy.)

(Q6) ES1868 no sound card wo tsukatte imasu ga, oto ga ookisugite komatte
imasu. (My trouble is that sound card ES1868 makes a too loud noise.)
(DA6-1) zmizer wo tsukatte kudasai. (Please use xmixer.)
(QR6-1-1) xmizer mo xplaycd mo tsukaemasen.
(I cannot use xmixer and xplaycd, too.)

Fig. 2. Examples of the significant sentence extraction

the questioner of (Q5) and (DA5-2) explains answerer’s experience. The point
to be noticed is (QR5-1-1). Because (QR5-1-1) contains type 1 expression in
Figure 1, it gives a positive label to the set of (Q5) and (DA5-1). It guarantees
the information quality of (DA5-1) and let the user choose and access the answer
mail from which (DA5-1) was extracted.

Example (Q6) is an interesting example. (DA6-1) in Figure 2 which was
extracted from a DA mail has wrong information. Then, the questioner of (Q6)
confirmed whether the given information was helpful or not, and then, posted
(QR6-1-1) in order to point out and correct the wrong information in (DA6-1).
In this experiment, we found 16 cases where the questioners posted reply mails
in order to correct the wrong information, and the system found 10 cases in
them and gave negative labels to the sets of the question and its DA mail.

4 QA System Using Mails Posted to a Mailing List

4.1 Outline of the QA System

Figure 3 shows the overview of our system. A user can ask a question to the sys-
tem in a natural language. Then, the system retrieves similar questions from mails
posted to a mailing list, and shows the user the significant sentences which were ex-
tracted from the similar question and their answer mails. A user can easily choose
and access information for solving problems by using the significant sentences and
the confirmation labels. The system consists of the following modules:

Knowledge Base. It consists of
— question and answer mails (50846 mails),
— significant sentences (26334 sentences: 8964, 13094, and 4276 sentences
were extracted from question, DA, and QR mails, respectively),
— confirmation labels (4276 labels were given to 3613 sets of a question
and its DA mail), and
— synonym dictionary (519 words).
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Fig. 3. System overview

QA processor. It consists of input analyzer and similarity calculator.
Input analyzer transforms user’s question into a dependency structure by
using JUMAN[6] and KNP[5].
Similarity calculator calculates the similarity between user’s question and a
significant sentence in a question mail posted to a mailing list by using their
common content words and dependency trees in the next way:
The weight of a common content word ¢ which occurs in user’s question @
and significant sentence S; in the mails M; (i =1---N) is:

N
WWORD (ta MZ) tf(tu SZ) IOg df(t)
where tf(t,S;) denotes the number of times content word ¢ occurs in signif-
icant sentence S;, N denotes the number of significant sentences, and df (¢)
denotes the number of significant sentences in which content word ¢ occurs.
Next, the weight of a common modifier-head relation in user’s question @
and significant sentence S; in question mail M; is:

’UJL[NK(Z, Ml) = WWORD (modifier(l), Mz) + WWORD (head(l)7 Ml)

where modifier(l) and head(l) denote a modifier and a head of modifier-
head relation [, respectively.

Therefore, the similarity score between user’s question ) and significant
sentence S; of question mail M;, SCORE(Q, M;), is set to the total weight
of common content words and modifier-head relations which occur user’s
question () and significant sentence S; of question mail M;, that is,

SCORE(Q,M;) = Y wworp(t, M;) + > wrini(l, M;)
teT; leL;

where the elements of set T; and set L; are common content words and
modifier-head relations in user’s question ) and significant sentence S; in
question mail M;, respectively.
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When the number of common content words which occur in user’s question @
and significant sentence S; in question mail M; is more than one, the similarity
calculator calculates the similarity score and sends it to the user interface.

User Interface. Users can access to the system via a WWW browser by using
CGI based HTML forms. User interface put the answers in order of the
similarity scores.

4.2 Evaluation

For evaluating our method, we gave 32 questions in Figure 4 to the system.
These questions were based on question mails posted to Linux Users ML. The
result of our method was compared with the result of full text retrieval

I cannot input kanji characters.

Please tell me how to build a Linux router with two NIC cards.

CGI cannot be executed on Apache 1.39.

The timer gets out of order after the restart.

Please tell me how to show error messages in English.

NFS server does not go.

Please tell me how to use MO drive.

Do you know how to monitor traffic load on networks.

Please tell me how to specify kanji code on Emacs.

I cannot input \ on X Window System.

Please tell me how to extract characters from PDF files.

It takes me a lot of time to login.

I cannot use Ipr to print files.

Please tell me how to stop making a backup file on Emacs.

Please tell me how to acquire a screen shot on X window.

Can I boot linux without a rescue disk?

Pcmcia drivers are loaded, but, a network card is not recognized.

I cannot execute PPxP.

I am looking for FTP server in which I can use chmod command.

I do not know how to create a Makefile.

Please tell me how to refuse the specific user login.

When 1 tried to start Webmin on Vine Linux 2.5, the connection to

localhost:10000 was denied.

(29) I have installed a video capture card in my DIY machine, but, I cannot
watch TV programs by using xawtv.

(30) I want to convert a Latex document to a Microsoft Word document.

(31) Can you recommend me an application for monitoring resources?

(32) I cannot mount a CD-ROM drive.

Fig. 4. 32 questions which were given to the system for the evaluation
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Table 4. Results of finding a similar question by matching of user’s question and a
significant sentence

Test 1 Test 2 Test 3
our method 9 15 17
full text retrieval 5 5 8

(a) the number of questions which
were given the proper answer

Test 1 Test 2 Test 3
our method 9 25 42
full text retrieval 5 9 15

(b) the number of proper answers

positive negative other positive & negative

Test 1 2 2 5 0
Test 2 9 4 12 0
Test 3 10 5 25 2

(c) the number and type of labels
given to proper answers

Test 1. by examined first answer
Test 2. by examined first three answers
Test 3. by examined first five answers

Table 4 (a) shows the number of questions which were given the proper answer.
Table 4 (b) shows the number of proper answers. Table 4 (c¢) shows the number
and type of confirmation labels which were given to proper answers.

In Test 1, our system answered question 2, 6, 7, 8, 13, 14, 15, 19, and 24.
In contrast, the full text retrieval system answered question 2, 5, 7, 19, and 32.
Both system answered question 2, 7 and 19, however, the answers were different.
This is because several solutions of a problem are often sent to a mailing list and
the systems found different but proper answers. In all the tests, the results of our
method were better than those of full text retrieval. Our system answered more
questions and found more proper answers than the full text retrieval system
did. Furthermore, it is much easier to choose and access information for solving
problems by using the answers of our QA system than by using the answers of
the full text retrieval system.

Both systems could not answer question 4, “Tell me how to restore HDD par-
tition to its normal condition”. However, the systems found an answer in which
the way of saving files on a broken HDD partition was mentioned. Interestingly,
this answer may satisfy a questioner because, in such cases, our desire is to save
files on the broken HDD partition. In this way, it often happens that there are
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gaps between what a questioner wants to know and the answer, in several as-
pects, such as concreteness, expression and assumption. To overcome the gaps,
it is important to investigate a dialogue system which can communicate with
the questioner.
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Abstract. Partial parsing techniques try to recover syntactic informa-
tion efficiently and reliably by sacrificing completeness and depth of anal-
ysis. One of the difficulties of partial parsing is finding a means to extract
the grammar involved automatically. In this paper, we present a method
for automatically extracting partial parsing rules from a tree-annotated
corpus using decision tree induction. We define the partial parsing rules
as those that can decide the structure of a substring in an input sentence
deterministically. This decision can be considered as a classification; as
such, for a substring in an input sentence, a proper structure is chosen
among the structures occurred in the corpus. For the classification, we
use decision tree induction, and induce partial parsing rules from the
decision tree. The acquired grammar is similar to a phrase structure
grammar, with contextual and lexical information, but it allows building
structures of depth one or more. Our experiments showed that the pro-
posed partial parser using the automatically extracted rules is not only
accurate and efficient, but also achieves reasonable coverage for Korean.

1 Introduction

Conventional parsers try to identify syntactic information completely. These
parsers encounter difficulties when processing unrestricted texts, because of un-
grammatical sentences, the unavoidable incompleteness of lexicon and grammar,
and other reasons like long sentences. Partial parsing is an alternative technique
developed in response to these problems. This technique aims to recover syn-
tactic information efficiently and reliably from unrestricted texts by sacrificing
completeness and depth of analysis, and relying on local information to resolve
ambiguities [1].

Partial parsing techniques can be roughly classified into two groups. The first
group of techniques involves partial parsing via finite state machines [2,3,9,10].
These approaches apply the sequential regular expression recognizer to an in-
put sentence. When multiple rules match an input string at a given position,
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Ministry of Culture and Tourism, and the Korea Science and Engineering Foundation
in Korea.
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the longest-matching rule is selected. Therefore, these parsers always produce
a single best analysis and operate very fast. In general, these approaches use
a hand-written regular grammar. As would be expected, manually writing a
grammar is both very time consuming and prone to have inconsistencies.

The other group of partial parsing techniques is text chunking, that is, recog-
nition of non-overlapping and non-recursive cores of major phrases (chunks), by
using machine learning techniques [4,7,8,13,15,17]. Since Ramshaw and Mar-
cus [15] first proposed formulating the chunking task as a tagging task, most
chunking methods have followed this word-tagging approach. In base noun phrase
chunking, for instance, each word is marked with one of three chunk tags: I (for
a word inside an NP), O (for outside of an NP), and B (for between the end of
one NP and the start of another) as follows!:

In ( early trading ) in ( Hong Kong ) ( Monday ), ( gold ) was quoted
at ( $366.50 ) (an ounce ).

Inp early; trading; inp Hong; Kong; Mondayp ,0 gold; wasp quotedp
ato $7 366.507 ang ouncer .o

With respect to these approaches, there have been several studies on automat-
ically extracting chunking rules from large-scale corpora using transformation-
based learning [15], error-driven pruning [7], the ALLiS top-down inductive sys-
tem [8]. However, it is not yet clear how these approaches could be extended
beyond the chunking task.

In this paper, we present a method of automatically extracting partial pars-
ing rules from a tree-annotated corpus using the decision tree method. Our goal
is to extract rules with higher accuracy and broader coverage. We define the
partial parsing rules as those that can establish the structure of a substring in
an input sentence deterministically. This decision can be considered as a classifi-
cation; as such, for a substring in an input sentence, a proper structure is chosen
among the structures occurred in the corpus, as extended from the word-tagging
approach of text chunking. For the classification, we use decision tree induction
with features of contextual and lexical information. In addition, we use negative
evidence, as well as positive evidence, to gain higher accuracy. For general re-
cursive phrases, all possible substrings in a parse tree are taken into account by
extracting evidence recursively from a parse tree in a training corpus. We induce
partial parsing rules from the decision tree, and, to retain only those rules that
are accurate, verify each rule through cross-validation.

In many cases, several different structures are assigned to the same substring
in a tree-annotated corpus. Substrings for coordination and compound nouns are
typical examples of such ambiguous cases in Korean. These ambiguities can pre-
vent us from extracting partial parsing rules that cover the substrings with more
than one substructure and, consequently, can cause the result of partial parsing
to be limited to a relatively shallow depth. In this work, we address this problem
by merging substructures with ambiguity using an underspecified representation.

! This example is excerpted from Tjong Kim Sang [17)].
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This underspecification leads to broader coverage without deteriorating either
the determinism or the precision of partial parsing.

The acquired grammar is similar to a phrase structure grammar, with con-
textual and lexical information, but it allows building structures of depth one or
more. It is easy to understand; it can be easily modified; and it can be selectively
added to or deleted from the grammar. Partial parsing with this grammar pro-
cesses an input sentence deterministically using longest-match heuristics. The
acquired rules are then recursively applied to construct higher structures.

2 Automatic Rule Acquisition

To start, we define the rule template, the basic format of a partial parsing rule,
as follows:

left context | substring | right context — substructure

This template shows how the substring of an input sentence, surrounded by the
left context and the right context, constructs the substructure. The left context
and the right context are the remainder of an input sentence minus the substring.
For automatic learning of the partial parsing rules, the lengths of the left context
and the right context are restricted to one respectively. Note that applying a
partial parsing rule results in a structure of depth one or more. In other words,
the rules extracted by this rule template reduce a substring into a subtree, as
opposed to a single non-terminal; hence, the resultant rules can be applied more
specifically and strictly.

tree-annotated
corpus

rule candidate
extraction

refinement

contextualization tree
C45 .................. N . ) . .
& lexicalization underspecification

verification )——T

partial parsing
rules

D ——

Fig. 1. Procedure for extracting partial parsing rules

Figure 1 illustrates the procedure for the extraction of partial parsing rules.
First, we extract all possible rule candidates from a tree-annotated corpus, com-
pliant with the rule template. The extracted candidates are grouped according
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to their respective substrings. Next, using the decision tree method, these candi-
dates are enriched with contextual and lexical information. The contextualized
and lexicalized rules are verified through cross-validation to retain only those
rules that are accurate. The successfully verified accurate rules become the final
partial parsing rules. Remaining rules that cannot be verified are forwarded to
the tree underspecification step, which merges tree structures with hard ambi-
guities. As seen in Fig. 1, the underspecified candidates return to the refinement
step. The following subsections describe each step in detail.

2.1 Extracting Candidates

From the tree-annotated corpus, we extract all the possible candidates for partial
parsing rules in accordance with the rule template. Scanning input sentences an-
notated with its syntactic structure one by one, we can extract the substructure
corresponding to every possible substring at each level of the syntactic struc-
ture. We define level 0 as part-of-speech tags in an input sentence, and level n
as the nodes whose maximum depth is n. If no structure precisely corresponds
to a particular substring, then a null substructure is extracted, which represents
negative evidence.

Figure 2 shows an example sentence? with its syntactic structure® and some
of the candidates for the partial parsing rules extracted from the left side of
the example. In this figure, the first partial parsing rule candidate shows how
the substring ‘npp’ can be constructed into the substructure ‘NP’. S,,,,;; denotes
negative evidence.

The extracted rule candidates are gathered and grouped according to their
respective substrings. Figure 3* shows the candidate groups. In this figure, G,
and Gg are the group names, and the number in the last column refers to the
frequency that each candidate occurs in the training corpus. Group G; and Go
have 2 and 3 candidates, respectively. When a particular group has only one
candidate, the candidate can always be applied to a corresponding substring

2 INOM’ refers to the nominative case and ‘ACC’ refers to the accusative case. The
term ‘npp’ denotes personal pronoun; ‘jxt’ denotes topicalized auxiliary particle;
‘ncn’ denotes non-predicative common noun; ‘jco’ denotes objective case particle;
‘pvg’ denotes general verb; ‘ef” denotes final ending; and ‘sf” denotes full stop symbol.
For a detailed description of the KAIST corpus and its tagset, refer to Lee [11]. The
symbol ‘+’ is not a part-of-speech, but rather a delimiter between words within a
word phrase.

In Korean, a word phrase, similar to bunsetsu in Japanese, is defined as a spacing unit
with one or more content words followed by zero or more functional words. A content
word indicates the meaning of the word phrase in a sentence, while a functional
word—a particle or a verbal-ending—indicates the grammatical role of the word
phrase. In the KAIST corpus used in this paper, a functional word is not included in
the non-terminal that the preceding content word belongs to, following the restricted
representation of phrase structure grammar for Korean [12]. For example, a word
phrase “na/npp + neun/jxt” is annotated as “(NP na/npp ) + neun/jxt”, as in
Fig. 2.
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S
| npp —_— NP
VP | npp + jxt | — Soun
[ npp + jxt ncn I — S
VP —> o Va
| NP + jxt NP + jco VP | P
NP NP VP INP + oo VP | NP + jxt NP + jco VP
/\ /\ — VP
na/npptneun/jxt sagwalncn+reulljco meoklpvg + neundalef + [sf [ VP + ef + sf | s
| NOM apple ACC eat

Fig. 2. An example sentence and the extracted candidates for partial parsing rules

freq.

G . AUXP 66
| etm nbn + jcs paa |
< S 151

null

P
G, P 123

VP + ecs VP + ecs VP

VP
| VP + ecs VP + ecs VP | @ 170
ST~
VP + ecs VP + ecs VP
S 487

null

Fig. 3. Groups of partial parsing rules candidates

deterministically. In contrast, if there is more than one candidate in a particular
group, those candidates should be enriched with contextual and lexical informa-
tion to make each candidate distinct for proper application to a corresponding
substring.

2.2 Refining Candidates

This step refines ambiguous candidates with contextual and lexical information
to make them unambiguous.

First, each candidate needs to be annotated with contextual and lexical in-
formation occurring in the training corpus, as shown in Fig. 4. In this figure, we
can see that a substring with lexical information such as ‘su/nbn’ unambigu-
ously constitutes the substructure ‘AUXP’. We use the decision tree method,
C4.5 [14], to select the important contextual and lexical information that can
facilitate the establishment of unambiguous partial parsing rules. The features
used in the decision tree method are the lexical information of each terminal or

4 The term ‘etm’ denotes adnominalizing ending; ‘nbn’ denotes non-unit bound noun;
‘jes” denotes subjective case particle; ‘paa’ denotes attributive adjective; ‘ecs’ denotes
subordinate conjunctive ending; and ‘AUXP’ denotes auxiliary phrase.
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| 7/etm su/nbn + ga/jcs iss/paa
| r/etm su/nbn + ga/jcs eop/paa

| n/etm jeok/nbn + i/jcs iss/paa

wanjeonha/paa + | n/etm geot/nbn + i/jcs eop/paa

kkeutna/pvg +
ik/pvg +
ha/xsv +

| n/etm geut/nbn + i/jcs ani/paa
| neun/etm geut/nbn + i/jcs jot/paa
| r/etm nawi/nbn + ga/jcs eop/paa

| + da/ef — AUXP
| + daj/ef — AUXP

| + da/ef — Spull
| + go/ecc— Snuu
| + ra/ecs — Snuu
| + da/ef — Spull
| + da/ef — Snull

Fig. 4. Annotated candidates for the G group rules

non-terminal for the substring, and the parts-of-speech and lexical information
for the left context and the right context. Lexical information of a non-terminal

— nbn = su(way):

eee

— paa = man(much) s > S

Fig.5. A section of the decision tree

— paa = iss(exist) e > AUXP

— paa = eop(not exist) = AUXP

is defined as the part-of-speech and lexical information of its headword.

Figure 5 shows a section of the decision tree learned from our example sub-
string. The deterministic partial parsing rules in Fig. 6 are extracted from the
decision tree. As shown in Fig. 6, only the lexical entries for the second and the
fourth morphemes in the substring are selected as additional lexical informa-
tion, and none of the contexts is selected in this case. We should note that the
rules induced from the decision tree are ordered. Since these ordered rules do
not interfere with those from other groups, they can be modified without much

difficulty.

etm su/nbn + jcs iss/paa | —
etm su/nbn + jcs eop/paa |

etm su/nbn + jcs man/paa)

AUXP
— AUXP

— Snull

Fig. 6. Partial parsing rules extracted from a section of the decision tree in Fig. 5
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After we enrich the partial parsing rules using the decision tree method, we
verify them by estimating the accuracy of each rule to filter out less deterministic
rules. We estimate the error rates (%) of the rule candidates via a 10-fold cross
validation on the training corpus. The rule candidates of the group with an error
rate that is less than the predefined threshold, 6, can be extracted to the final
partial parsing rules. The candidates in the group Gs in Fig. 3 could not be
extracted as the final partial parsing rules, because the estimated error rate of
the group was higher than the threshold. The candidates in G2 are set aside
for tree underspecification processing. Using the threshold 6, we can control the
number of the final partial parsing rules and the ratio of the precision/recall
trade-off for the parser that adopts the extracted partial parsing rules.

2.3 Dealing with Hard Ambiguities: The Underspecified
Representation

The group Gz in Fig. 3 has one of the attachment ambiguities, namely, consecu-
tive subordinate clauses. Figure 7 shows sections of two different trees extracted
from a tree-annotated corpus. The two trees have identical substrings, but are an-
alyzed differently. This figure exemplifies how an ambiguity relates to the lexical
association between verb phrases, which is difficult to annotate in rules. There
are many other syntactic ambiguities, such as coordination and noun phrase
bracketing, that are difficult to resolve with local information. The resolution
usually requires lexical co-occurrence, global context, or semantics. Such am-
biguities can deteriorate the precision of partial parsing or limit the result of
partial parsing to a relatively shallow depth.

Rule candidates with these ambiguities mostly have several different struc-
tures assigned to the same substrings under the same non-terminals. In this
paper, we refer to them as internal syntactic ambiguities. We manually exam-
ined the patterns of the internal syntactic ambiguities, which were found in the
KAIST corpus as they could not be refined automatically due to low estimated
accuracies. During the process, we observed that few internal syntactic ambigu-
ities could be resolved with local information.

In this paper, we handle internal syntactic ambiguities by merging the candi-
dates using tree intersection and making them underspecified. This underspeci-
fied representation enables an analysis with broader coverage, without deterio-

VP

@ P )
VP VP
P vﬁ vﬂ\vp VP
T~ PN PN PN T~
cheonsaui ttange ga + seolecs jal sarabo + ryeogolecs  aesseuda Jjibe ga + seolecs TVreul bo + ryeogolecs gabangeul chaenggida
go to the land of angels - as live well - in order to make effort go home - as watch TV - in order to pack one’s bag

Fig. 7. Examples of internal syntactic ambiguities
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GZ
VP
| VP + ecs VP + ecs VP |
SnuII

Fig. 8. Underspecified candidates

rating the determinism or the precision of partial parsing. Since only different
structures under the same non-terminal are merged, the underspecification does
not harm the structure of higher nodes. Figure 8 shows the underspecified can-
didates of group Gs. In this figure, the first two rules in Gy are reduced to the
merged ‘VP’. Underspecified candidates are also enriched with contextual and
lexical information using the decision tree method, and they are verified through
cross-validation, as described in Sect. 2.2. The resolution of internal syntactic
ambiguities is forwarded to a module beyond the partial parser. If necessary,
by giving all possible structures of underspecified parts, we can prevent a later
processing from re-analyzing the parts. Any remaining candidates that are not
selected as the partial parsing rules after all three steps are discarded.

3 Experimental Results

We have performed experiments to show the usefulness of automatically ex-
tracted partial parsing rules. For our evaluations, we implemented a naive par-
tial parser, using TRIE indexing to search the partial parsing rules. The input
of the partial parser is a part-of-speech tagged sentence and the result is usually
the sequence of subtrees. At each position in an input sentence, the parser tries
to choose a rule group using longest-match heuristics. Then, if any matches are
found, the parser applies the first-matching rule in the group to the correspond-
ing substring, because the rules induced from the decision tree are ordered.

In our experiments, we used the KAIST tree-annotated corpus [11]. The
training corpus contains 10,869 sentences (289,362 morphemes), with an average
length of 26.6 morphemes. The test corpus contains 1,208 sentences, with an
average length of 26.0 morphemes. The validation corpus, used for choosing the
threshold, 6, contains 1,112 sentences, with an average length of 20.1 morphemes,
and is distinct from both the training corpus and the test corpus.

The performance of the partial parser was evaluated using PARSEVAL mea-
sures [5]. The F measure, a complement of the E measure [16], is used to combine
precision and recall into a single measure of overall performance, and is defined
as follows:

(324 1)* LP* LR
32« LP+ LR

In the above equation, g is a factor that determines the weighting of precision
and recall. Thus, 8 < 1 is used to weight precision heavier than recall, § > 1
is used to weight recall heavier than precision, and 8 = 1 is used to weight
precision and recall equally.

Iy =
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Table 1. Precision/Recall with respect to the threshold, 6, for the validation corpus

0 # of rules precision recall Fg—g.4

6 18,638 95.5 729 91.6
11 20,395 95.1 75.1 91.7
16 22,650 942 780 91.6
21 25,640 926 833 91.2
26 28,180 92.0 847 90.9

Table 2. Experimental results of the partial parser for Korean

Grammar precision recall Fg—o.4 Fg=1
baseline 73.0 720 729 725
depth 1 rule only 95.2 68.3 90.3 79.6
not underspecified 95.7 716 914 81.9
underspecified 95.7 73.6 91.9 83.2
underspecified (in case 6=26) 92.2 83.5 90.9 87.6
PCFG 80.0 81.5 80.2 80.7
Lee [11] 87.5 875 87.5 875

The parsing result can be affected by the predefined threshold, 6 (described
in Sect. 2.2), which can control both the accuracy of the partial parser and
the number of the extracted rules. Table 1 shows the number of the extracted
rules and how precision and recall trade off for the validation corpus as the
threshold, 6, is varied. As can be seen, a lower threshold, #, corresponds to a
higher precision and a lower recall. A higher threshold corresponds to a lower
precision and a higher recall. For a partial parser, the precision is generally
favored over the recall. In this paper, we used a value of 11 for 6, where the
precision was over 95% and fg—o.4 was the highest. The value of this threshold
should be set according to the requirements of the relevant application.

Table 2 presents the precision and the recall of the partial parser for the test
corpus when the threshold, 6, was given a value of 11. In the baseline gram-
mar, we selected the most probable structure for a given substring from each
group of candidates. The “depth 1 rule only” grammar is the set of the rules
extracted along with the restriction, stating that only a substructure of depth
one is permitted in the rule template. The “underspecified” grammar is the final
version of our partial parsing rules, and the “not underspecified” grammar is
the set of the rules extracted without the underspecification processing. Both
PCFG and Lee [11] are statistical full parsers of Korean, and Lee enriched the
grammar using contextual and lexical information to improve the accuracy of a
parser. Both of them were trained and tested on the same corpus as ours was
for comparison. The performance of both the “not underspecified” grammar and
the “underspecified” grammar was greatly improved compared to the baseline
grammar and PCFG, neither of which adopts contextual and lexical informa-
tion in their rules. The “not underspecified” grammar performed better than
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the “depth 1 rule only” grammar. This indicates that increasing the depth of a
rule is helpful in partial parsing, as in the case of a statistical full parsing, Data-
Oriented Parsing [6]. Comparing the “underspecified” grammar with the “not
underspecified” grammar, we can see that underspecification leads to broader
coverage, that is, higher recall. The precision of the “underspecified” grammar
was above 95%. In other words, when a parser generates 20 structures, 19 out
of 20 structures are correct. However, its recall dropped far beyond that of the
statistical full parser [11]. When we set 6 to a value of 26, the underspecified
grammar slightly outperformed that of the full parser in terms of fz—1, although
the proposed partial parser does not always produce one complete parse tree®.
It follows from what has been said thus far that the proposed parser has the
potential to be a high-precision partial parser and approach the performance
level of a statistical full parser, depending on the threshold 6.

The current implementation of our parser has a O(n?m,.) worst case time
complexity for a case involving a skewed binary tree, where n is the length of
the input sentence and m,. is the number of rules. Because m,. is the constant,
much more than two elements are reduced to subtrees of depth one or more in
each level of parsing, and, differing from full parsing, the number of recursions
in the partial parsing seems to be limited®, we can parse in near-linear time.
Figure 9 shows the time spent in parsing as a function of the sentence length”.

40

35

30

25

20

parsing time(ms)

sent.length

Fig. 9. Time spent in parsing

Lastly, we manually examined the first 100 or so errors occurring in the test
corpus. In spite of underspecification, the errors related to conjunctions and

5 In the test corpus, the percentage that our partial parser (6=26) produced one
complete parse tree was 70.9%. When #=11, the percentage was 35.9%.

5 In our parser, the maximum number of recursion was 10 and the average number of
recursion was 4.47.

7 This result was obtained using a Linux machine with Pentium ITI 700MHz processor.
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attachments were the most frequent. The errors of conjunctions were mostly
caused by substrings not occurring in the training corpus, while the cases of
attachments lacked contextual or lexical information for a given substring. These
errors can be partly resolved by increasing the size of the corpus, but it seems
that they cannot be resolved completely with partial parsing. In addition, there
were errors related to noun phrase bracketing, date/time/unit expression, and
either incorrectly tagged sentences or inherently ambiguous sentences. For date,
time, and unit expressions, manually encoded rules may be effective with partial
parsing, since they appear to be used in a regular way. We should note that
many unrecognized phrases included expressions not occurring in the training
corpus. This is obviously because our grammar cannot handle unseen substrings;
hence, alleviating the sparseness in the sequences will be the goal of our future
research.

4 Conclusion

In this paper, we have proposed a method of automatically extracting the par-
tial parsing rules from a tree-annotated corpus using a decision tree method. We
consider partial parsing as a classification; as such, for a substring in an input
sentence, a proper structure is chosen among the structures occurred in the cor-
pus. Highly accurate partial parsing rules can be extracted by (1) allowing rules
to construct a subtree of depth one or more; (2) using decision tree induction,
with features of contextual and lexical information for the classification; and (3)
verifying induced rules through cross-validation. By merging substructures with
ambiguity in non-deterministic rules using an underspecified representation, we
can handle syntactic ambiguities that are difficult to resolve with local infor-
mation, such as coordination and noun phrase bracketing ambiguities. Using a
threshold, 6, we can control the number of the partial parsing rules and the ratio
of the precision/recall trade-off of the partial parser. The value of this thresh-
old should be set according to the requirements of the relevant application. Our
experiments showed that the proposed partial parser using the automatically
extracted rules is not only accurate and efficient, but also achieves reasonable
coverage for Korean.
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Abstract. We present a method of chunking in Korean texts using conditional
random fields (CRFs), a recently introduced probabilistic model for labeling
and segmenting sequence of data. In agglutinative languages such as Korean
and Japanese, a rule-based chunking method is predominantly used for its sim-
plicity and efficiency. A hybrid of a rule-based and machine learning method
was also proposed to handle exceptional cases of the rules. In this paper, we
present how CRFs can be applied to the task of chunking in Korean texts. Ex-
periments using the STEP 2000 dataset show that the proposed method signifi-
cantly improves the performance as well as outperforms previous systems.

1 Introduction

Text chunking is a process to identify non-recursive cores of various phrase types
without conducting deep parsing of text [3]. Abney first proposed it as an intermedi-
ate step toward full parsing [1]. Since Ramshaw and Marcus approached NP chunking
using a machine learning method, many researchers have used various machine learn-
ing techniques [2,4,5,6,10,11,13,14]. The chunking task was extended to the CoNLL-
2000 shared task with standard datasets and evaluation metrics, which is now a stan-
dard evaluation task for text chunking [3].

Most previous works with relatively high performance in English used machine
learning methods for chunking [4,13]. Machine learning methods are mainly divided
into the generative approach and conditional approach. The generative approach relies
on generative probabilistic models that assign a joint probability p(X,Y) of paired
input sequence and label sequence, X and Y respectively. It provides straightforward
understanding of underlying distribution. However, this approach is intractable in
most domains without strong independence assumptions that each input element is
independent from the other elements in input sequence, and is also difficult to use
multiple interacting features and long-range dependencies between input elements.
The conditional approach views the chunking task as a sequence of classification
problems, and defines a conditional probability p(Y1X) over label sequence given
input sequence. A number of conditional models recently have been developed for
use. They showed better performance than generative models as they can handle
many arbitrary and overlapping features of input sequence [12].

A number of methods are applied to chunking in Korean texts. Unlike English, a
rule-based chunking method [7,8] is predominantly used in Korean because of its
well-developed function words, which contain information such as grammatical
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relation, case, tense, modal, etc. Chunking in Korean texts with only simple heuristic
rules obtained through observation on the text shows a good performance similar to
other machine learning methods [6]. Park et al. proposed a hybrid of rule-based and
machine learning method to handle exceptional cases of the rules, to improve the
performance of chunking in Korean texts [5,6].

In this paper, we present how CRFs, a recently introduced probabilistic model for
labeling and segmenting sequence of data [12], can be applied to the task of chunking
in Korean texts. CRFs are undirected graphical models trained to maximize condi-
tional probabilities of label sequence given input sequence. It takes advantage of gen-
erative and conditional models. CRFs can include many correlated, overlapping fea-
tures, and they are trained discriminatively like conditional model. Since CRFs have
single exponential model for the conditional probability of entire label sequence given
input sequence, they also guarantee to obtain globally optimal label sequence. CRFs
successfully have been applied in many NLP problems such as part-of-speech tagging
[12], text chunking [13,15] and table extraction from government reports [19].

The rest of this paper is organized as follows. Section 2 gives a simple introduction
to CRFs. Section 3 explains how CRFs is applied to the task of chunking in Korean
texts. Finally, we present experimental results and draw conclusions.

2 Conditional Random Fields

Conditional Random Fields (CRFs) are conditional probabilistic sequence models
first introduced by Lefferty et al [12]. CRFs are undirected graphical models, which
can be used to define the joint probability distribution over label sequence given the
entire input sequence to be labeled, rather than being directed graphical models such
as Maximum Entropy Markov Models (MEMMs) [11]. It relaxes the strong inde-
pendence assumption of Hidden Markov Models (HMMs), as well as resolves the
label bias problem exhibited by MEMMs and other non-generative directed graphical
models such as discriminative Markov models [12].

2.1 Fundamentals of CRFs

CRFs may be viewed as an undirected graphical model globally conditioned on input
sequence [14]. Let X=x,x,x,...x, be an input sequence and Y=y,y,y,...y, a label se-
quence. In the chunking task, X is associated with a sequence of words and Y is asso-
ciated with a sequence of chunk types. If we assume that the structure of a graph
forms a simple first-order chain, as illustrated in Figure 1, CRFs define the condi-
tional probability of a label sequence Y given an input sequence X by the Hammer-
sley-Clifford theorem [16] as follows:

1 .
(X)eXp[Z,-:Zk:;tkfk(y"_“y"’X’l)j (M

where Z(X) is a normalization factor; f,(y,,, ¥, X, i) is a feature function at positions i
and i-1 in the label sequence; A« is a weight associated with feature fi .

1D(Y|X)=Z
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Fig. 1. Graphical structure of chain-structured CRFs

Equitation 1, the general form of a graph structure for modeling sequential data,
can be expanded to Equation 2,

MHD:41%{22%“%”&””22%%@X@j(D
Z(X) P o

i

where 7,(y,, v, X, i) is a transition feature function of the entire input sequence and the
labels at positions i and i-/ in the label sequence; s,(y, X, i) is a state feature function
of the label at position i and the observed input sequence; and 4, and g are parame-

ters to be estimated from training data. The parameters 4,_and 4, play similar roles to

the transition and emission probabilities in HMMs [12]. Therefore, the most probable
label sequence for input sequence X is Y* which maximizes a posterior probability.

Y*=argmax P,(Y | X) 3)
Y

We can find Y* with dynamic programming using the Viterbi algorithm.

2.2 Parameter Estimation for CRFs

Assuming the training data {(X", ¥”)} are independently and identically distributed,
the product of Equation 1 over all training sequences is a likelihood function of the
parameter 4. Maximum likelihood training chooses parameter values such that the

log-likelihood is maximized [10]. For CRFs, the log-likelihood L(A) is given by
L(A)=) log PA(Y ™ 1X")

4)
:Z{zzﬂkﬁ()’f?,yf"),X(”),i)—log Z(XW)}
n ik

It is not possible to analytically determine the parameter values that maximize the
log-likelihood. Instead, maximum likelihood parameters must be identified using an
iterative technique such as iterative scaling [12] or gradient-based methods [13,14].

Lafferty et al. proposed two iterative scaling algorithms to find parameters for
CRFs. However, these methods converge into a global maximum very slowly. To
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overcome this problem of slow convergence, several researchers adopted modern
optimization algorithms such as the conjugate-gradient method or the limited-memory
BFGS(L-BFGS) method [17].

3 Chunking Using Conditional Random Fields in Korean Texts

We now describe how CRFs are applied to the task of chunking in Korean texts.
Firstly, we explore characteristics and chunk types of Korean. Then we explain the
features for the model of chunking in Korean texts using CRFs. The ultimate goal of a
chunker is to output appropriate chunk tags of a sequence of words with part-of-
speech tags.

3.1 Characteristics of Korean

Korean is an agglutinative language, in which a word unit (called an eojeol) is a com-
position of a content word and function word(s). Function words — postpositions and
endings — give much information such as grammatical relation, case, tense, modal,
etc. Well-developed function words in Korean help with chunking, especially NP and
VP chunking. For example, when the part-of-speech of current word is one of deter-
miner, pronoun and noun, the following seven rules for NP chunking in Table 1 can
find most NP chunks in text, with about 89% accuracy [6].

Table 1. Rules for NP chunking in Korean texts

No Previous eojeol Chunk tag of current word
1 determiner I-NP
2 pronoun I-NP
3 noun I-NP
4 | noun + possessive postposition I-NP
5 noun + relative postfix I-NP
6 adjective + relative ending I-NP
7 others B-NP

For this reason, boundaries of chunks are easily found in Korean, compared to
other languages such as English or Chinese. This is why a rule-based chunking
method is predominantly used. However, with sophisticated rules, the rule-based
chunking method has limitations when handling exceptional cases. Park et al. pro-
posed a hybrid of the rule-based and the machine learning method to resolve this
problem [5,6]. Many recent machine learning techniques can capture hidden charac-
teristics for classification. Despite its simplicity and efficiency, the rule-based method
has recently been outdone by the machine learning method in various classification
problems.

3.2 Chunk Types of Korean

Abney was the first to use the term ‘chunk’ to represent a non-recursive core of an
intra-clausal constituent, extending from the beginning of constituent to its head. In
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Korean, there are four basic phrases: noun phrase (NP), verb phrase (VP), adverb
phrase (ADVP), and independent phrase (IP) [6]. As function words such as postposi-
tion or ending are well-developed, the number of chunk types is small compared to
other languages such as English or Chinese. Table 2 lists the Korean chunk types, a
simple explanation and examples of each chunk type.

Table 2. The Korean chunk types

No Category Explanation Example

[NPA] o} Th2 o] 1S [HA 8.
([the beautiful woman] [look])

[A5-°1] [&] [VPH & gkol AT,
2 VP Verb Phrase ([the roof] [completely] [has fallen in])
[#1 7} [ADVP }-%- 0] ['F 3L AT}
([a bird] [very high] [is flying])
[P &}, [o]A] [A 2T [BEA T
([wow] [this] [very] [is delicious])

1 NP Noun Phrase

3 ADVP Adverb Phrase

4 1P Independent Phrase

Like the CoNLL-2000 dataset, we use three types of chunk border tags, indicating
whether a word is outside a chunk (O), starts a chunk (B), or continues a chunk (I).
Each chunk type XP has two border tags: B-XP and I-XP. XP should be one of NP,
VP, ADVP and IP. There exist nine chunk tags in Korean.

3.3 Feature Set of CRFs

One advantage of CRFs is that they can use many arbitrary, overlapping features. So
we take advantage of all context information of a current word. We use words, part-
of-speech tags of context and combinations of part-of-speech tags to determine the
chunk tag of the current word,. The window size of context is 5; from left two words
to right two words. Table 3 summarizes the feature set for chunking in Korean texts.

Table 3. Feature set for the chunking in Korean texts

Word POS tag Bi-gram of tags Tri-gram of tags
Wis=W tip=t )
to=t, =t » s
Wi =W =t lt_z =t ltl_t L=t =0, 4=t
Wi= W t=t tf’_lz, t, " t =t 6=, =t
Wiy = W t=t t‘l _ t” EH —t t=t7, .=, =1
Wiso= W tio=t i+l >li42

4 Experiments

In this section, we present experimental results of chunking using CRFs in Korean
texts and compare the performance with previous systems of Park et al [6]. To make a
fare comparison, we use the same dataset as Park et al [6].
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4.1 Data Preparation

For evaluation of our proposed method, we use the STEP 2000 Korean chunking
dataset (STEP 2000 dataset)', which is converted from the parsed KAIST Corpus [9].

Table 4. Simple statistics on the STEP 2000 dataset

Information Value
POS tags 52
Words 321,328
Sentences 12,092
Chunk tags 9
Chunks 112,658
1 npp B-NP his
9] jem I-NP postposition: possessive
A ncn I-NP book
= jxt I-NP postposition: topic
3}7] ncpa B-VP destructed
o XSV I-VP be
R ep I-VP pre-final ending : past
o} ef I-VP ending : declarative
sf 0

Fig. 2. An example of the STEP 2000 dataset

The STEP 2000 dataset consists of 12,092 sentences. We divide this corpus into
training data and test data. Training data has 10,883 sentences and test data has
1,209 sentences, 90% and 10% respectively. Table 4 summarizes characteristics of
the STEP 2000 dataset. Figure 2 shows an example sentence of the STEP 2000 data-
set and its format is equal to that of CoNLL-2000 dataset. Each line is composed of a
word, its part-of-speech (POS) tag and a chunk tag.

4.2 Evaluation Metric

The standard evaluation metrics for chunking performance are precision, recall and F-
score (Fg_,) [3]. F-score is used for comparisons with other reported results. Each
equation is defined as follows.

' STEP is an abbreviation of Software Technology Enhancement Program. We download this
dataset from http://bi.snu.ac.kr/~sbpark/Step2000. If you want to know the part-of-speech tags
used in the STEP 2000 dataset, you can reference KAIST tagset [9].
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.. # of correct chunks
precision = - 5)
# of chunks in output

# of correct chunks
# of chunks in test data

recall =

(6)

2 X recall X precision
Fy =

)

recall + precision

4.3 Experimental Results

Experiments were performed with C++ implementation of CRFs (FlexCRFs) on
Linux with 2.4 GHz Pentium IV dual processors and 2.0Gbyte of main memory [18].
We use L-BFGS to train the parameters and use a Gaussian prior regularization in
order to avoid overfitting [20].

Table 5. The performance of proposed method

Chunk tag Precision Recall F-score
NP 94.23 94.30 94.27
VP 96.71 96.28 96.49
ADVP 96.90 97.02 96.96
1P 99.53 99.07 99.30
All 95.42 95.31 95.36

Total number of CRF features is 83,264. As shown in Table 5, the performances of
most chunk type are 96~100%, very high performance. However, the performance of
NP chunk type is lowest, 94.27% because the border of NP chunk type is very am-
biguous in case of consecutive nouns. Using more features such as previous chunk tag
should be able to improve the performance of NP chunk type.

Table 6. The experimental results of various chunking methods®

HMMs DT MBL Rule SVMs Hybrid CRFs
Precision 73.75 92.29 91.41 91.28 93.63 94.47 95.42
Recall 76.06 90.45 91.43 92.47 91.48 93.96 95.31
F-score 74.89 91.36 91.38 91.87 92.54 94.21 95.36

Park et al. reported the performance of various chunking methods [6]. We add the
experimental results of the chunking methods using HMMs-bigram and CRFs.
In Table 6, F-score of chunking using CRFs in Korean texts is 97.19%, the highest

% Performances of all methods except HMMs and CRFs are cited from the experiment of Park
et al [6]. They also use the STEP 2000 dataset and similar feature set. Therefore, the compari-
son of performance is reasonable.
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performance of all. It significantly outperforms all others, including machine learning
methods, rule-based methods and hybrid methods. It is because CRFs have a global
optimum solution hence overcoming the label bias problem. They also can use many
arbitrary, overlapping features.

Figure 3 shows the performance curve on the same test set in terms of the preci-
sion, recall and F-score with respect to the size of training data. In this figure, we can
see that the performance slowly increases in proportion to the size of training data.

100

o5 | L

a0 -

-¢4 Precision
—+ Recall

c:al —s— F score

a0 -

75

Performance

0

B5 -

50 1 1 1 I I 1 1 1 1 1 1
0 1000 2000 3000 4000 a000 6000 7000 8000 s000 10000 11000

# of sentences on training data

Fig. 3. The performance curve respect to the size of training data

In the experiment, we can see that CRFs can help improve the performance of
chunking in Korean texts. CRFs have many promising properties except for the slow
convergence speed compared to other models. In the next experiment, we have tried
to analyze the importance of each feature and to make an additional experiment with
various window sizes and any other useful features.

5 Conclusion

In this paper, we proposed a chunking method for Korean texts using CRFs. We ob-
served that the proposed method outperforms other approaches. Experiments on the
STEP 2000 dataset showed that the proposed method yields an F-score of 95.36%.
This performance is 2.82% higher than that of SVMs and 1.15% higher than that of
the hybrid method. CRFs use a number of correlated features and overcome the label
bias problem. We obtained a very high performance using only small features. Thus,
if we use more features such as semantic information or collocation, we can obtain a
better performance.

From the experiment, we know that the proposed method using CRFs can signifi-
cantly improve the performance of chunking in Korean texts. CRFs are a good frame-
work for labeling an input sequence. In our future work, we will investigate how
CRFs can be applied to other NLP problems: parsing, semantic analysis and spam
filtering. Finally, we hope that this work can contribute to the body of research in
this field.
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Abstract. We give a detailed account of an algorithm for efficient tactical gener-
ation from underspecified logical-form semantics, using a wide-coverage gram-
mar and a corpus of real-world target utterances. Some earlier claims about chart
realization are critically reviewed and corrected in the light of a series of practical
experiments. As well as a set of algorithmic refinements, we present two novel
techniques: the integration of subsumption-based local ambiguity factoring, and
a procedure to selectively unpack the generation forest according to a probability
distribution given by a conditional, discriminative model.

1 Introduction

A number of wide-coverage precise bi-directional NL grammars have been developed
over the past few years. One example is the LinGO English Resource Grammar (ERG)
[1], couched in the HPSG framework. Other grammars of similar size and coverage also
exist, notable examples using the LFG and the CCG formalisms [2,3]. These grammars
are used for generation from logical form input (also termed tactical generation or real-
ization) in circumscribed domains, as part of applications such as spoken dialog systems
[4] and machine translation [5].

Grammars like the ERG are lexicalist, in that the majority of information is encoded
in lexical entries (or lexical rules) as opposed to being represented in constructions (i.e.
rules operating on phrases). The semantic input to the generator for such grammars,
often, is a bag of lexical predicates with semantic relationships captured by appropriate
instantiation of variables associated with predicates and their semantic roles. For these
sorts of grammars and ‘flat’ semantic inputs, lexically-driven approaches to realization
— such as Shake-and-Bake [6], bag generation from logical form [7], chart generation
[8], and constraint-based generation [9] — are highly suitable. Alternative approaches
based on semantic head-driven generation and more recent variants [10,11] would work
less well for lexicalist grammars since these approaches assume a hierarchically struc-
tured input logical form.

Similarly to parsing with large scale grammars, realization can be computation-
ally expensive. In his presentation of chart generation, Kay [8] describes one source
of potential inefficiency and proposes an approach for tackling it. However, Kay does
not report on a verification of his approach with an actual grammar. Carroll et al. [12]

* Dan Flickinger and Ann Copestake contributed a lot to the work described in this paper. We
also thank Berthold Crysmann, Jan Tore Lgnning and Bob Moore for useful discussions. Fund-
ing is from the projects COGENT (UK EPSRC) and LOGON (Norwegian Research Council).

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 165-176, 2005.
(© Springer-Verlag Berlin Heidelberg 2005
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<hl:
{ ha:proposition m(hz), h3: run v(es, x5), hs:past(es),
he: the q(zs, hr, hg), ho: athlete n(x5), ho: young a(xs), ho: polish a(xs) },
{h2 =g ha, hs =q ho })

Fig. 1. Simplified MRS for an utterance like the young Polish athlete ran (and variants). Elements
from the bag of EPs are linked through both scopal and ‘standard’ logical variables.

present a practical evaluation of chart generation efficiency with a large-scale HPSG
grammar, and describe a different approach to the problem which becomes necessary
when using a wide-coverage grammar. White [3] identifies further inefficiencies, and
describes and evaluates strategies for addressing them, albeit using what appears to be
a somewhat task-specific rather than genuine wide-coverage grammar. In this paper,
we revisit this previous work and present new, improved algorithms for efficient chart
generation; taken together these result in (i) practical performance that improves over
a previous implementation by two orders of magnitude, and (ii) throughput that is near
linear in the size of the input semantics.

In Section 2, we give an overview of the grammar and the semantic formalism
we use, recap the basic chart generation procedure, and discuss the various sources of
potential inefficiency in the basic approach. We then describe the algorithmic improve-
ments we have made to tackle these problems (Section 3), and conclude with the results
of evaluating these improvements (Section 4).

2 Background

2.1 Minimal Recursion Semantics and the LinGO ERG

Minimal Recursion Semantics (MRS) [13] is a popular member of a family of flat, un-
derspecified, event-based (neo-Davidsonian) frameworks for computational semantics
that have been in wide use since the mid-1990s. MRS allows both underspecification of
scope relations and generalization over classes of predicates (e.g. two-place temporal
relations corresponding to distinct lexical prepositions: English in May vs. on Monday,
say), which renders it an attractive input representation for tactical generation. While an
in-depth introduction to MRS is beyond the scope of this paper, Figure 1 shows an ex-
ample semantics that we will use in the following sections. The truth-conditional core is
captured as a flat multi-set (or ‘bag’) of elementary predications (EPs), combined with
generalized quantifiers and designated handle variables to account for scopal relations.
The bag of EPs is complemented by the handle of the top-scoping EP (h; in our exam-
ple) and a set of ‘handle constraints’ recording restrictions on scope relations in terms
of dominance relations.

The LinGO ERG [1] is a general-purpose, open-source HPSG implementation with
fairly comprehensive lexical and grammatical coverage over a variety of domains and
genres. The grammar has been deployed for diverse NLP tasks, including machine
translation of spoken and edited language, email auto response, consumer opinion track-
ing (from newsgroup data), and some question answering work.! The ERG uses MRS

I'Seehttp://www.delph-in.net/erg/ for background information on the ERG.
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as its meaning representation layer, and the grammar distribution includes treebanked
versions of several reference corpora — providing disambiguated and hand-inspected
‘gold’ standard MRS formulae for each input utterance — of which we chose one of the
more complex sets for our empirical investigations of realization performance using the
ERG (see Section 4 below).

2.2 The Basic Procedure

Briefly, the basic chart generation procedure works as follows. A preprocessing phase
indexes lexical entries, lexical rules and grammar rules by the semantics they contain.
In order to find the lexical entries with which to initialize the chart, the input semantics
is checked against the indexed lexicon. When a lexical entry is retrieved, the variable
positions in its relations are instantiated in one-to-one correspondence with the variables
in the input semantics (a process we term Skolemization, in loose analogy to the more
general technique in theorem proving; see Section 3.1 below). For instance, for the MRS
in Figure 1, the lookup process would retrieve one or more instantiated lexical entries
for run containing hs: run v(es, z5). Lexical and morphological rules are applied to the
instantiated lexical entries. If the lexical rules introduce relations, their application is
only allowed if these relations correspond to parts of the input semantics (h3:past(es),
say, in our example). We treat a number of special cases (lexical items containing more
than one relation, grammar rules which introduce relations, and semantically vacuous
lexical items) in the same way as Carroll et al. [12].

After initializing the chart (with inactive edges), active edges are created from in-
active ones by instantiating the head daughter of a rule; the resulting edges are then
combined with other inactive edges. Chart generation is very similar to chart parsing,
but what an edge covers is defined in terms of semantics, rather than orthography. Each
edge is associated with the set of relations it covers. Before combining two edges a
check is made to ensure that edges do not overlap: i.e. that they do not cover the same
relation(s). The goal is to find all possible inactive edges covering the full input MRS.

2.3 Complexity

The worst-case time complexity of chart generation is exponential (even though chart
parsing is polynomial). The main reason for this is that in theory a grammar could allow
any pair of edges to combine (subject to the restriction described above that the edges
cover non-overlapping bags of EPs). For an input semantics containing n EPs, and
assuming each EP retrieves a single lexical item, there could in the worst case be O(2")
edges, each covering a different subset of the input semantics. Although in the general
case we cannot improve the complexity, we can make the processing steps involved
cheaper, for instance efficiently checking whether two edges are candidates for being
combined (see Section 3.1 below). We can also minimize the number of edges covering
each subset of EPs by “packing’ locally equivalent edges (Section 3.2).

A particular, identifiable source of complexity is that, as Kay [8] notes, when a word
has more than one intersective modifier an indefinite number of its modifiers may be
applied. For instance, when generating from the MRS in Figure 1, edges corresponding
to the partial realizations athlete, young athlete, Polish athlete, and young Polish athlete
will all be constructed. Even if a grammar constrains modifiers so there is only one valid
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ordering, or the generator is able to pack equivalent edges covering the same EPs, the
number of edges built will still be 2", because all possible complete and incomplete
phrases will be built. Using the example MRS, ultimately useless edges such as the
young athlete ran (omitting Polish) will be created.

Kay proposes an approach to this problem in which edges are checked before they
are created to see if they would ‘seal off” access to a semantic index (x5 in this case) for
which there is still an unincorporated modifier. Although individual sets of modifiers still
result in exponential numbers of edges, the exponentiality is prevented from propagating
further. However, Carroll et al. [12] argue that this check works only in limited circum-
stances, since for example in (1) the grammar must allow the index for ran to be available
all the way up the tree to How, and simultaneously also make available the indexes for
newspapers, say, and athlete at appropriate points so these words could be modified?.

(1) How quickly did the newspapers say the athlete ran?

Carroll et al. describe an alternative technique which adjoins intersective modifiers into
edges in a second phase, after all possible edges that do not involve intersective modi-
fication have been constructed by chart generation. This overcomes the multiple index
problem described above and reduces the worst-case complexity of intersective modi-
fication in the chart generation phase to polynomial, but unfortunately the subsequent
phase which attempts to adjoin sets of modifiers into partial realizations is still expo-
nential. We describe below (Section 3.3) a related technique which delays processing of
intersective modifiers by inserting them into the generation forest, taking advantage of
dynamic programming to reduce the complexity of the second phase. We also present
a different approach which filters out edges based on accessibility of sets of seman-
tic indices (Section 3.4), which covers a wider variety of cases than just intersective
modification, and in practice is even more efficient.

Exponential numbers of edges imply exponential numbers of realizations. For an
application task we would usually want only one (the most natural or fluent) realization,
or a fixed small number of good realizations that the application could then itself select
from. In Section 3.5 we present an efficient algorithm for selectively unpacking the
generation forest to produce the n-best realizations according to a statistical model.

3 Efficient Wide-Coverage Realization

3.1 Relating Chart Edges and Semantic Components

Once lexical lookup is complete and up until a final, post-generation comparison of
results to the input MRS, the core phases of our generator exclusively operate on typed
feature structures (which are associated to chart edges). For efficiency reasons, our algo-
rithm avoids any complex operations on the original logical-form input MRS. In order
to best guide the search from the input semantics, however, we employ two techniques
that relate components of the logical form to corresponding sub-structures in the feature

2 White [3] describes an approach to dealing with intersective modifiers which requires the
grammarian to write a collection of rules that ‘chunk’ the input semantics into separate modi-
fier groups which are processed separately; this involves extra manual work, and also appears
to suffer from the same multiple index problem.
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structure (FS) universe: (i) Skolemization of variables and (ii) indexing by EP cover-
age. Of these, only the latter we find commonly discussed in the literature, but we expect
some equivalent of making variables ground to be present in most implementations.

As part of the process of looking up lexical items and grammar rules introducing se-
mantics in order to initialize the generator chart, all FS correspondences to logical vari-
ables from the input MRS are made ‘ground’ by specializing the relevant sub-structure
with Skolem constants uniquely reflecting the underlying variable, for example adding
constraints like [SKOLEM “x5”] for all occurrences of x5 from our example MRS.
Skolemization, thus, assumes that distinct variables from the input MRS, where supplied,
cannot become co-referential during generation. Enforcing variable identity at the FS
level makes sure that composition (by means of FS unification) during rule applications
is compatible to the input semantics. In addition, it enables efficient pre-unification fil-
tering (see ‘quick-check’ below), and is a prerequisite for our index accessibility test
described in Section 3.4 below.

In chart parsing, edges are stored into and retrieved from the chart data structure
on the basis of their string start and end positions. This ensures that the parser will
only retrieve pairs of chart edges that cover compatible segments of the input string (i.e.
that are adjacent with respect to string position). In chart generation, Kay [8] proposed
indexing the chart on the basis of logical variables, where each variable denotes an
individual entity in the input semantics, and making the edge coverage compatibility
check a filter. Edge coverage (with respect to the EPs in the input semantics) would be
encoded as a bit vector, and for a pair of edges to be combined their corresponding bit
vectors would have to be disjoint.

We implement Kay’s edge coverage approach, using it not only when combining
active and inactive edges, but also for two further tasks in our approach to realization:

e in the second phase of chart generation to determine which intersective modifier(s)
can be adjoined into a partially incomplete subtree; and

e as part of the test for whether one edge subsumes another, for local ambiguity
factoring (see Section 3.2 below)?.

In our testing with the LinGO ERG, many hundreds or thousands of edges may be
produced for non-trivial input semantics, but there are only a relatively small number
of logical variables. Indexing edges on these variables involves bookkeeping that turns
out not to be worthwhile in practice; logical bit vector operations on edge coverage
take negligible time, and these serve to filter out the majority of edge combinations
with incompatible indices. The remainder are filtered out efficiently before unification
is attempted by a check on which rules can dominate which others, and the quick-check,
as developed for unification-based parsing [14]. For the quick-check, it turns out that
the same set of feature paths that most frequently lead to unification failure in parsing
also work well in generation.

3 We therefore have four operations on bit vectors representing EP coverage (C) in chart edges:
concatenation of edges e; and ez — es:  C(es) = OR(C(e1),C(e2));

can edges e; and ez combine? AND(C(e1),C(e2)) = 0;

do edges e1 and ez cover the same EPs?  C(e1) = C(e2);

[ ]
[ ]
[ ]
e doedgese,...,e, cover all input EPs?  NOT(OR(C(e1),...,C(en)) = 0.
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3.2 Local Ambiguity Factoring

In chart parsing with context free grammars, the parse forest (a compact representation
of the full set of parses) can only be computed in polynomial time if sub-analyses dom-
inated by the same non-terminal and covering the same segment of the input string are
‘packed’, or factored into a single unitary representation [15]. Similar benefits accrue
for unification grammars without a context free backbone such as the LinGO ERG,
if the category equality test is replaced by feature structure subsumption [16]*; also,
feature structures representing the derivation history need to be restricted out when ap-
plying a rule [17]. The technique can be applied to chart realization if the input span is
expressed as coverage of the input semantics. For example, with the input of Figure 1,
the two phrases in (2) below would have equivalent feature structures, and we pack the
one found second into the one found first, which then acts as the representative edge for
all subsequent processing.

(2) young Polish athlete | Polish young athlete

We have found that packing is crucial to efficiency: realization time is improved by more
than an order of magnitude for inputs with more than 500 realizations (see Section 4).
Changing packing to operate with respect just to feature structure equality rather than
subsumption degrades throughput significantly, resulting in worse overall performance
than with packing disabled completely: in other words, equivalence-only packing fails
to recoup the cost of the feature structure comparisons involved.

A further technique we use is to postpone the creation of feature structures for active
edges until they are actually required for a unification operation, since many end up as
dead ends. Oepen and Carroll [18] do a similar thing in their ‘hyper-active’ parsing
strategy, for the same reason.

3.3 Delayed Modifier Insertion

As discussed in Section 2.3, Carroll et al. [12] adjoin intersective modifiers into each
partial tree extracted from the forest; their algorithm searches for partitions of modifier
phrases to adjoin, and tries all combinations. This process adds an exponential (in the
number of modifiers) factor to the complexity of extracting each partial realization.

This is obviously unsatisfactory, and in practice is slow for larger problems when
there are many possible modifiers. We have devised a better approach which delays
processing of intersective modifiers by inserting them into the generation forest at ap-
propriate locations before the forest is unpacked. By doing this, we take advantage of
the dynamic programming-based procedure for unpacking the forest to reduce the com-
plexity of the second phase. The procedure is even more efficient if realizations are
unpacked selectively (section 3.5).

3.4 Index Accessibility Filtering

Kay’s original proposal for dealing efficiently with modifiers founders because more
than one semantic index may need to be accessible at any one time (leading to the

# Using subsumption-based packing means that the parse forest may represent some globally
inconsistent analyses, so these must be filtered out when the forest is unpacked.
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alternative solutions of modifier adjunction, and of chunking the input semantics — see
Sections 2.3 and 3.3).

However, it turns out that Kay’s proposal can form the basis of a more generally
applicable approach to the problem. We assume that we have available an operation
collect-semantic-vars() that traverses a feature structure and returns the set of semantic
indices that it makes available®. We store in each chart edge two sets: one of semantic
variables in the feature structure that are accessible (that is, they are present in the
feature structure and could potentially be picked by another edge when it is combined
with this one), and a second set of inaccessible semantic variables (ones that were once
accessible but no longer are). Then,

e when an active edge is combined with an inactive edge, the accessible sets and
inaccessible sets in the resulting edge are the union of the corresponding sets in the
original edges;

e when an inactive edge is created, its accessible set is computed to be the semantic
indices available in its feature structure, and the variables that used to be accessible
but are no longer in the accessible set are added to its inaccessible set, i.e.

1 tmp < edge.accessible;
2 edge.accessible < collect-semantic-vars(edge.fs)
3 edge.inaccessible < (tmp \ edge.accessible) U edge.inaccessible

e immediately after creating an inactive edge, each EP in the input semantics that
the edge does not (yet) cover is inspected, and if the EP’s index is in the edge’s
inaccessible set then the edge is discarded (since there is no way in the future that
the EP could be integrated with any extension of the edge’s semantics).

A nice property of this new technique is that it applies more widely than to just
intersective modification: for instance, if the input semantics were to indicate that a
phrase should be negated, no edges would be created that extended that phrase without
the negation being present. Section 4 shows this technique results in dramatic improve-
ments in realization efficiency.

3.5 Selective Unpacking

The selective unpacking procedure outlined in this section allows us to extract a small
set of n-best realizations from the generation forest at minimal cost. The global rank
order is determined by a conditional Maximum Entropy (ME) model — essentially an
adaptation of recent HPSG parse selection work to the realization ranking task [19]. We
use a similar set of features to Toutanova and Manning [20], but our procedure dif-
fers from theirs in that it applies the stochastic model before unpacking, in a guided
search through the generation forest. Thus, we avoid enumerating all candidate realiza-
tions. Unlike Malouf and van Noord [21], on the other hand, we avoid an approximative
beam search during forest creation and guarantee to produce exactly the n-best realiza-
tions (according to the ME model). Further looking at related parse selection work, our
procedure is probably most similar to those of Geman and Johnson [22] and Miyao and

> Implementing collect-semantic-vars() can be efficient: searching for Skolem constants through-
out the full structure, it does a similar amount of computation as a single unification.
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1H<2 3><4 3>

2—><5 6><5 7>

4H<8 6><8 7><9 6><9 7>
6—><10><11>

Fig. 2. Sample generator forest and sub-node decompositions: ovals in the forest (on the left)
indicate packing of edges under subsumption, i.e. edges 4, 7, 9, and 11 are not in the gen-
erator chart proper. During unpacking, there will be multiple ways of instantiating a chart edge,
each obtained from cross-multiplying alternate daughter sequences locally. The elements of this
cross-product we call decomposition, and they are pivotal points both for stochastic scoring and
dynamic programming in selective unpacking. The table on the right shows all non-leaf decom-
positions for our example generator forest: given two ways of decomposing 6, there will be three
candidate ways of instantiating 2 and six for 4, respectively, for a total of nine full trees.

Tsujii [23], but neither provide a detailed discussion of the dependencies between local-
ity of ME features and the complexity of the read-out procedure from a packed forest.
Two key notions in our selective unpacking procedure are the concepts of (i) decom-
posing an edge locally into candidate ways of instantiating it and of (ii) nested contexts
of ‘horizontal’ search for ranked hypotheses (i.e. uninstantiated edges) about candidate
subtrees. See Figure 2 for examples of edge decomposition, but note that the ‘depth’
of each local cross-product needs to correspond to the maximum required context size
of ME features; for ease of exposition, our examples assume a context size of no more
than depth one (but the algorithm straightforwardly generalizes to larger contexts). Given
one decomposition —i.e. a vector of candidate daughters to a token construction — there
can be multiple ways of instantiating each daughter: a parallel index vector (ig ... i)
serves to keep track of ‘vertical’ search among daughter hypotheses, where each index i
denotes the ¢-th instantiation (hypothesis) of the daughter at position j. Hypotheses are
associated with ME scores and ordered within each nested context by means of a local
agenda (stored in the original representative edge, for convenience). Given the additive
nature of ME scores on complete derivations, it can be guaranteed that larger derivations
including an edge e as a sub-constituent on the fringe of their local context of optimiza-
tion will use the best instantiation of e in their own best instantiation. The second-best
larger instantiation, in turn, will be obtained from moving to the second-best hypothesis
for one of the elements in the (right-hand side of the) decomposition. Therefore, nested
local optimizations result in a top-down, exact n-best search through the generation for-
est, and matching the ‘depth’ of local decompositions to the maximum required ME
feature context effectively prevents exhaustive cross-multiplication of packed nodes.
The main function hypothesize-edge() in Figure 3 controls both the ‘horizontal’ and
‘vertical’ search, initializing the set of decompositions and pushing initial hypothe-
ses onto the local agenda when called on an edge for the first time (lines 11—17).
Furthermore, the procedure retrieves the current next-best hypothesis from the agenda
(line 18), generates new hypotheses by advancing daughter indices (while skipping over
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1 procedure selectively-unpack-edge(edge, n) =

2 results «— ();i« 0;

3 do

4 hypothesis < hypothesize-edge(edge , i); i — i + 1;
5 if (new «— instantiate-hypothesis(hypothesis)) then
6 n < n — 1; results < results @ (new);

7  while (hypothesis and n > 1)

8  return results;

9 procedure hypothesize-edge(edge , i) =
10  if (edge.hypotheses]i]) return edge.hypotheses]i];
11 if (i = 0) then

12 for each (decomposition in decompose-edge(edge)) do

13 daughters « (); indices « ()

14 for each (edge in decomposition.rhs) do

15 daughters «— daughters @ (hypothesize-edge(edge, 0));

16 indices «— indices @& (0);

17 new-hypothesis(edge, decomposition, daughters, indices);

18  if (hypothesis «— edge.agenda.pop()) then

19 for each (indices in advance-indices(hypothesis.indices)) do

20 if (indices € edge.indices) then continue

21 daughters — ();

22 for each (edge in hypothesis.decomposition.rhs) each (i in indices) do
23 daughter — hypothesize-edge(edge, i);

24 if (not daughter) then

25 daughters < ( ); break

26 daughters «— daughters @ (daughter);

27 if (daughters) then new-hypothesis(edge, decomposition, daughters, indices)

28 edge.hypotheses]i] < hypothesis;
29 return hypothesis;

30 procedure new-hypothesis(edge , decomposition , daughters , indices) =
31  hypothesis < new hypothesis(decomposition, daughters, indices);

32 edge.agenda.insert(score-hypothesis(hypothesis), hypothesis);

33  edge.indices — edge.indices N {indices};

Fig. 3. Selective unpacking procedure, enumerating the n best realizations for a top-level result
edge from the generation forest. An auxiliary function decompose-edge() performs local cross-
multiplication as shown in the examples in Figure 2. Another utility function not shown in pseudo-
code is advance-indices(), another ‘driver’ routine searching for alternate instantiations of daughter
edges, e.g. advance-indices({0 2 1)) — {(12 1) (03 1) (0 2 2)}. Finally, instantiate-hypothesis() is
the function that actually builds result trees, replaying the unifications of constructions from the
grammar (as identified by chart edges) with the feature structures of daughter constituents.

configurations seen earlier) and calling itself recursively for each new index (lines 19 —
27), and, finally, arranges for the resulting hypothesis to be cached for later invocations
on the same edge and i values (line 28). Note that we only invoke instantiate-hypothesis()
on complete, top-level hypotheses, as the ME features of Toutanova and Manning [20]
can actually be evaluated prior to building each full feature structure. However, the
procedure could be adapted to perform instantiation of sub-hypotheses within each lo-
cal search, should additional features require it. For better efficiency, our instantiate-
hypothesis() routine already uses dynamic programming for intermediate results.

4 Evaluation and Summary

Below we present an empirical evaluation of each of the refinements discussed in Sec-
tions 3.2 through 3.5. Using the LinGO ERG and its ‘hike’ treebank — a 330-sentence
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Table 1. Realization efficiency for various instantiations of our algorithm. The table is broken
down by average ambiguity rates, the first two columns showing the number of items per aggre-
gate and average string length. Subsequent columns show relative cpu time of one- and two-phase
realization with or without packing and filtering, shown as a relative multiplier of the baseline
performance in the /p+f+ column. The rightmost column is for selective unpacking of up to 10
trees from the forest produced by the baseline configuration, again as a factor of the baseline. (The
quality of the selected trees depends on the statistical model and the degree of overgeneration in
the grammar, and is a completely separate issue which we do not address in this paper).

Aggregate items length 1p—f— 2p—f— 1p—f+ 1p+f— 2p+f— 1p+f+ n=10
f 103 X X X X X s

X
500 < trees 9 239 3176 2095 11.98 9.49 3.69 3149 033
100 < trees < 500 22 174 5395 36.80 3.80 8.70 4.66 5.61 042
50 < trees < 100 21 181 5153 13.12 1.79 8.09 2.81 374  0.62
10 < trees <50 80 146 3550 1855 1.82 6.38 3.67 1.77  0.89
0< trees <10 185  10.5 9.62 6.83 1.19 6.86 3.62 0.58 0.95
Overall 317 129 35.03  20.22 5.97 8.21 3.74 232 0.58
Coverage 95 % 97% 99% 9% 100% 100% 100%

collection of instructional text taken from Norwegian tourism brochures — we bench-
marked various generator configurations, starting from the ‘gold’ standard MRS formula
recorded for each utterance in the treebank. At 12.8 words, average sentence length in
the original ‘hike’ corpus is almost exactly what we see as the average length of all
paraphrases obtained from the generator (see Table 1); from the available reference
treebanks for the ERG, ‘hike’ appears to be among the more complex data sets.

Table 1 summarizes relative generator efficiency for various configurations, where
we use the best-performing exhaustive procedure Ip+f+ (one-phase generation with
packing and index accessibility filtering) as a baseline. The configuration /p—f- (one-
phase, no packing or filtering) corresponds to the basic procedure suggested by Kay [8],
while 2p—-f- (two-phase processing of modifiers without packing and filtering) imple-
ments the algorithm presented by Carroll et al. [12]. Combining packing and filter-
ing clearly outperforms both these earlier configurations, i.e. giving an up to 50 times
speed-up for inputs with large numbers of realizations. Additional columns contrast the
various techniques in isolation, thus allowing an assessment of the individual strengths
of our proposals. On low- to medium-ambiguity items, for example, filtering gives rise
to a bigger improvement than packing, but packing appears to flatten the curve more.
Both with and without packing, filtering improves significantly over the Carroll et al.
two-phase approach to intersective modifiers (i.e. comparing columns 2p-f- and 2p+f-
to Ip—f+ and Ip+f+, respectively), thus confirming the increased generality of our solu-
tion to the modification problem. Finally, the benefits of packing and filtering combine
more than merely multiplicatively: compared to /p—f-, just filtering gives a speed-up of
5.9, and just packing a speed-up of 4.3. At 25, the product of these factors is well below
the overall reduction of 35 that we obtain from the combination of both techniques.

While the rightmost column in Table 1 already indicates that 10-best selective un-
packing further improves generator performance by close to a factor of two, Figure 4
breaks down generation time with respect to forest creation vs. unpacking time. When
plotted against increasing input complexity (in terms of the ‘size’ of the input MRS),
forest creation appears to be a low-order polynomial (or better), whereas exhaustive



High Efficiency Realization for a Wide-Coverage Unification Grammar 175

14
12 o — packed forest creation
10 o — selective unpacking .
8 e — exhaustive unpacking
) 8
° 8
2 3 e
O * L 4 4 (generated by [incr tsdb()] at 15-apr-2005 (00:55 h))
0 5 10 15 20 25 30 35

Input Complexity (Number of EPs in MRS)

Fig. 4. Break-down of generation times (in seconds) according to realization phases and input
complexity (approximated in the number of EPs in the original MRS used for generation). The
three curves are, from ‘bottom’ to ‘top’, the average time for constructing the packed generation
forest, selective unpacking time (using n = 10), and exhaustive unpacking time. Note that both
unpacking times are shown as increments on top of the forest creation time.

unpacking (necessarily) results in an exponential explosion of generation time: with
more than 25 EPs, it clearly dominates total processing time. Selective unpacking, in
contrast, appears only mildly sensitive to input complexity and even on complex inputs
adds no more than a minor cost to total generation time. Thus, we obtain an over-
all observed run-time performance of our wide-coverage generator that is bounded (at
least) polynomially. Practical generation times using the LinGO ERG average below or
around one second for outputs of fifteen words in length, i.e. time comparable to human
production.
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Abstract. In order to obtain a high precision and high coverage grammar, we
proposed a model to measure grammar coverage and designed a PCFG parser to
measure efficiency of the grammar. To generalize grammars, a grammar binari-
zation method was proposed to increase the coverage of a probabilistic context-
free grammar. In the mean time linguistically-motivated feature constraints
were added into grammar rules to maintain precision of the grammar. The gen-
eralized grammar increases grammar coverage from 93% to 99% and bracket-
ing F-score from 87% to 91% in parsing Chinese sentences. To cope with error
propagations due to word segmentation and part-of-speech tagging errors, we
also proposed a grammar blending method to adapt to such errors. The blended
grammar can reduce about 20~30% of parsing errors due to error assignment of
pos made by a word segmentation system.

Keywords: Grammar Coverage, Ambiguity, Sentence Parsing, Grammar
Extraction.

1 Introduction

Treebanks provide instances of phrasal structures and their statistical distributions.
However none of treebanks provide sufficient amount of samples which cover all types
of phrasal structures, in particular, for the languages without inflectional markers, such
as Chinese. It results that grammars directly extracted from treebanks suffer low cover-
age rate and low precision [7]. However arbitrarily generalizing applicable rule patterns
may cause over-generation and increase ambiguities. It may not improve parsing per-
formance [7]. Therefore a new approach of grammar binarization was proposed in this
paper. The binarized grammars were derived from probabilistic context-free grammars
(PCFG) by rule binarization. The approach was motivated by the linguistic fact that
adjuncts could be arbitrarily occurred or not occurred in a phrase. The binarized gram-
mars have better coverage than the original grammars directly extracted from treebank.
However they also suffer problems of over-generation and structure-ambiguity. Con-
temporary grammar formalisms, such as GPSG, LFG, HPSG, take phrase structure rules
as backbone for phrase structure representation and adding feature constraints to elimi-
nate illegal or non-logical structures. In order to achieve higher coverage, the backbone
grammar rules (syntactic grammar) are allowed to be over-generation and the feature
constraints (semantic grammar for world knowledge) eliminate superfluous structures

R. Dale et al. (Eds.): IJICNLP 2005, LNAI 3651, pp. 177187, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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and increase the precision of grammar representation. Recently, probabilistic prefer-
ences for grammar rules were incorporated to resolve structure-ambiguities and had
great improvements on parsing performances [2, 6, 10]. Regarding feature constrains, it
was shown that contexture information of categories of neighboring nodes, mother
nodes, or head words are useful for improving grammar precision and parsing perform-
ances [1, 2, 7, 10, 12]. However tradeoffs between grammar coverage and grammar
precision are always inevitable. Excessive grammatical constraints will reduce grammar
coverage and hence reduce parsing performances. On the other hand, loosely con-
strained grammars cause structure-ambiguities and also reduce parsing performances. In
this paper, we consider grammar optimization in particular for Chinese language. Lin-
guistically-motivated feature constraints were added to the grammar rules and evaluated
to maintain both grammar coverage and precision. In section 2, the experimental envi-
ronments were introduced. Grammar generalization and specialization methods were
discussed in section 3. Grammars adapting to pos-tagging errors were discussed in sec-
tion 4. Conclusions and future researches were stated in the last section.

2 Research Environments

The complete research environment, as shown in the figure 1, comprises of the fol-
lowing five modules and functions.

a) Word segmentation module: identify words including out-of-vocabulary word
and provide their syntactic categories.

b) Grammar construction module: extract and derive (perform rule generalization,
specialization and adaptation processes) probabilistic grammars from tree-
banks.

¢) PCFG parser: parse input sentences.

d) Evaluation module: evaluate performances of parsers and grammars.

e) Semantic role assignment module: resolve semantic relations for constituents.

Grammar Construction

Rule Rule
Generalization Spccialization

! '
Grammar
=
Gold
Standards
Evaluation
Data

PARSEVAL

Rulc Adaptation

[

Rule Extraction

—
Sinica
Treebank

Parsing
R

Evaluation

Tagged texi » Sentence
. Parsing

Word
scgmentation

Tree
Structures

text -

Fig. 1. The system diagram of CKIP parsing environment
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2.1 Grammar Extraction Module

Grammars are extracted from Sinica Treebank [4, 5]. Sinica Treebank version 2.0
contains 38,944 tree-structures and 230,979 words. It provides instances of phrasal
structures and their statistical distributions. In Sinica Treebank, each sentence is anno-
tated with its syntactic structure and semantic roles for constituents in a dependency
framework. Figure 2 is an example.

eg fth Wl 30U im EBK
Ta jiao Li-si jian qiu.
“He asked Lisi to pick up the ball.”
Tree-structure:
S(agent:NP(Head:Nh:ftt)|[Head: VF:Mlgoal:NP(Head:Nb: 2¥Y)|theme: VP(Head: VC:$
goal:NP(Head:Na:EK)))

Fig. 2. A sample tree-structure

Since the Treebank cannot provide sufficient amount of samples which cover all
types of phrasal structures, it results that grammars directly extracted from treebanks
suffer low coverage rate [5]. Therefore grammar generalization and specialization
processes are carried out to obtain grammars with better coverage and precision. The
detail processes will be discussed in section 3.

2.2 PCFG Parser and Grammar Performance Evaluation

The probabilistic context-free parsing strategies were used as our parsing model [2, 6,
8]. Calculating probabilities of rules from a treebank is straightforward and we use
maximum likelihood estimation to estimate the rule probabilities, as in [2]. The parser
adopts an Earley’s Algorithm [8]. It is a top-down left-to-right algorithm. The results
of binary structures will be normalized into a regular phrase structures by removing
intermediate nodes, if used grammars are binarized grammars. Grammar efficiency
will be evaluated according to its parsing performance.

2.3 Experiments and Performance Evaluation

Three sets of testing data were used in our performance evaluation. Their basic statis-
tics are shown in Table 1. Each set of testing data represents easy, hard and moderate
respectively.

Table 1. Three sets of testing data were used in our experiments

# of short # of normal # of long
. Total
Testing data Sources hardness sentence sentences sentences sentences
(1-5 words) | (6-10 words) | (>11 words)
Sinica Balanced corpus  |moderate (612 385 124 1,121
Sinorama  |Magazine harder 428 424 104 956
Textbook |Elementary school |easy 1,159 566 25 1,750
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The following parser and grammar performance evaluation indicators were used in
our experiments:

° LP(Labeled Precision)
_ #of correct phrases labeled by the parser

# of phrases labeled by the parser
° LR(Labeled Recall)

LR = # of correct phrases labeled by the parser

# of phrases in the testing data
° LF(Labeled F-measure)
LF= LP*LR *2
LP+LR
° BP(Bracketed Precision)

BP = # of pairs of brackets correctly made by the parser

# of pairs of brackets made by the parser

° BR(Bracketed Recall)

BR = #of pairs of brackets correctly made by the parser

# of pairs of bracketsin the gold standard of the testing data
° BF(Bracketed F-measure)
_ BP*BR*2
~ BP+BR

Additional indicators regarding coverage of grammars:

° RC-Type : type coverage of rules
# of rules types in both testing data and grammar rules

RC -Type = : :
# of rule types in testing data

° RC-Token : token coverage of rules

RC - Token = # of rules tokens in both testing data and grammar rules

# of rule tokens in testing data

The token coverage of a set of rules is the ceiling of parsing algorithm to achieve.
Tradeoff effects between grammar coverage and parsing F-score can be examined for
each set of rules.

3 Grammar Generalization and Specialization

By using above mentioned research environment, we intend to find out most effec-
tive grammar generalization method and specialization features for Chinese lan-
guage. To extend an existing or extracted grammar, there are several different ap-
proaches. A naive approach is to generalize a fine-grained rule to a coarse-grained
rule. The approach does not generate new patterns. Only the applicable patterns for
each word were increased. However it was shown that arbitrarily increasing the
applicable rule patterns does increase the coverage rates of grammars, but degrade
parsing performance [5]. A better approach is to generalizing and specializing rules
under linguistically-motivated way.
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3.1 Binary Grammar Generation, Generalization, and Specialization

The length of a phrase in Treebank is variable and usually long phrases suffer from
low probability. Therefore most PCFG approaches adopt the binary equivalence
grammar, such as Chomsky normal form (CNF). For instance, a grammar rule of S=>
NP Pp Adv V can be replaced by the set of equivalent rules of {S=>Np RO, RO>Pp
R1, R1=>Adv V}. The binarization method proposed in our system is different from
CNF. It generalizes the original grammar to broader coverage. For instance, the above
rule after performing right-association binarization' will produce following three
binary rules {S>Np S’, S’>Pp S’, S’>Adv V}. It results that constituents (adjuncts
and arguments) can be occurred or not occurred at almost any place in the phrase. It
partially fulfilled the linguistic fact that adjuncts in a phrase are arbitrarily occurred.
However it also violated the fact that arguments do not arbitrarily occur. Experimental
results of the Sinica testing data showed that the grammar token coverage increased
from 92.8% to 99.4%, but the labeling F-score dropped from 82.43% to 82.11% [7].
Therefore feature constraints were added into binary rules to limit over-generation
caused by recursively adding constituents into intermediate-phrase types, such as S’ at
above example.
Feature attached rules will look like following:

S’ lefeAdv-head:v> AdV V;
b s .
S’ teftpp-head:v PP S tef:Adv-head:v

The intermediated node S’ jef.pp-nead:v Says that it is a partial S structure with left-
most constituent Pp and a phrasal head V. Here the leftmost feature constraints linear
order of constituents and the head feature implies that the structure patterns are head
word dependent. Both constraints are linguistically plausible. Another advantage of
the feature-constraint binary grammar is that in addition to rule probability it is easy
to implement association strength of modifier word and head word to evaluate plausi-
bility of derived structures.

3.2 Feature Constraints for Reducing Ambiguities of Generalized Grammars

Adding feature constraints into grammar rules attempts to increase precision of gram-
mar representation. However the side-effect is that it also reduces grammar coverage.
Therefore grammar design is balanced between its precision and coverage. We are
looking for a grammar with highest coverage and precision. The tradeoff depends on
the ambiguity resolution power of adopted parser. If the ambiguity resolution power
of adopted parser is strong and robust, the grammar coverage might be more impor-
tant than grammar precision. On the other hand a weak parser had better to use
grammars with more feature constraints. In our experiments, we consider grammars
suited for PCFG parsing. The follows are some of the most important linguistically-
motivated features which have been tested.

" The reason for using right-association binarization instead of left-association or head-first
association binarization is that our parsing process is from left to right. It turns out that pars-
ing speed of right associated grammars is much faster than left-associated grammars for left-
to-right parsing.
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Head (Head feature): Pos of phrasal head will propagate to all intermediate nodes
within the constituent.

Example:S(NP(Head:Nh:{{)IS’_yr(Head: VF:}HS’_y(NP(Head:Nb: Z= 1)l
VP(Head:VC:##1| NP(Head:Na: £K)))))
Linguistic motivations: Constrain sub-categorization frame.

Left (Leftmost feature): The pos of the leftmost constitute will propagate one—level to
its intermediate mother-node only.

Example:S(NP(Head:Nh:{)IS’_peaq.ve(Head: VF:HS’ \p(NP(Head:Nb: 2= L)
VP(Head:VC:##| NP(Head:Na: ££)))))
Linguistic motivation: Constraint linear order of constituents.

Mother (Mother-node): The pos of mother-node assigns to all daughter nodes.
Example:S(NP_g(Head:Nh: {1)IS’ (Head: VF: }S* (NP_g(Head:Nb: 2= VY)|[VP_g(Head: VC:
#1l NP_yp(Head:Na: £k )))))

Linguistic motivation: Constraint syntactic structures for daughter nodes.

Head0/1 (Existence of phrasal head): If phrasal head exists in intermediate node, the
nodes will be marked with feature 1; otherwise 0.

Example:S(NP(Head:Nh: {tl1 )IS’_;(Head: VF: 1} IS’ o(NP(Head:Nb: Z= VU )IVP(Head: VC:
21 NP(Head:Na: £k )))))

Linguistic motivation: Enforce unique phrasal head in each phrase.

Table 2. Performance evaluations for different features

(a)Binary rules without features (b)Binary+Left
Sinica Snorama | Textbook | Sinica Sinorama | Textbook
RC-Type | 95.632 | 94.026 94.479 95.074 93.823 94.464
RC-Token| 99.422 | 99.139 99.417 99.012 98.756 99.179
LP 81.51 77.45 84.42 86.27 80.28 86.67
LR 82.73 77.03 85.09 86.18 80.00 87.23
LF 82.11 77.24 84.75 86.22 80.14 86.94
BP 87.73 85.31 89.66 90.43 86.71 90.84
BR 89.16 84.91 90.52 90.46 86.41 91.57
BF 88.44 85.11 90.09 90.45 86.56 91.20
(c)Binary+Head (d)Binary+Mother
Sinica Snorama | Textbook | Sinica Sinorama | Textbook
RC-Type | 94.595 | 93.474 94.480 94.737 94.082 92.985
RC-Token| 98.919 | 98.740 99.215 98.919 98.628 98.857
LP 83.68 77.96 85.52 81.87 78.00 83.77
LR 83.75 77.83 86.10 82.83 76.95 84.58
LF 83.71 77.90 85.81 82.35 77.47 84.17
BP 89.49 85.29 90.17 87.85 85.44 88.47
BR 89.59 85.15 90.91 88.84 84.66 89.57
BF 89.54 85.22 90.54 88.34 85.05 89.01
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Each set of feature constraint added grammar is tested and evaluated. Table 2
shows the experimental results. Since all features have their own linguistic motiva-
tions, the result feature constrained grammars maintain high coverage and have im-
proving grammar precision. Therefore each feature more or less improves the parsing
performance and the feature of leftmost daughter node, which constrains the linear
order of constituents, is the most effective feature. The Left-constraint-added gram-
mar reduces grammar token-coverage very little and significantly increases label and
bracket f-scores.

It is shown that all linguistically-motivated features are more or less effective. The
leftmost constitute feature, which constraints linear order of constituents, is the most
effective feature. The mother-node feature is the least effective feature, since syntactic
structures do not vary too much for each phrase type while playing different gram-
matical functions in Chinese.

Table 3. Performances of grammars with different feature combinations

(a) Binary+Left+Head1/0 (b) Binary+Left+Head

Sinica Sinorama | Textbook | Sinica Sinorama | Textbook
RC-Type | 94.887 | 93.745 94.381 92.879 91.853 92.324
RC-Token 98.975 | 98.740 99.167 98.173 98.022 98.608
LF 86.54 79.81 87.68 86.00 79.53 86.86
BF 90.69 86.16 91.39 90.10 86.06 90.91
LF-1 86.71 79.98 87.73 86.76 79.86 87.16
BF-1 90.86 86.34 91.45 90.89 86.42 91.22

Table 4. Performances of the grammar with most feature constraints

Binary+Left+Head+Mother+Head1/0

Sinica Sinorama Textbook
RC-Type 90.709 90.460 90.538
RC-Token 96.906 96.698 97.643
LF 86.75 78.38 86.19
BF 90.54 85.20 90.07
LF-1 88.56 79.55 87.84
BF-1 92.44 86.46 91.80

Since all the above features are effective, we like to see the results of multi-feature
combinations. Many different feature combinations were tested. The experimental
results show that none of the feature combinations outperform the binary grammars
with Left and Head1/0 features, even the grammar combining all features, as shown in
the Table 3 and 4. Here LF-1 and BF-1 measure the label and bracket f-scores only on
the sentences with parsing results (i.e. sentences failed of producing parsing results
are ignored). The results show that grammar with all feature constraints has better LF-
1 and BF-1 scores, since the grammar has higher precision. However the total per-
formances, i.e. Lf and BF scores, are not better than the simpler grammar with feature
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constraints of Left and Head1/0, since the higher precision grammar losses slight edge
on the grammar coverage. The result clearly shows that tradeoffs do exist between
grammar precision and coverage. It also suggests that if a feature constraint can im-
prove grammar precision a lot but also reduce grammar coverage a lot, it is better to
treat such feature constraints as a soft constraint instead of hard constraint. Probabilis-
tic preference for such feature parameters will be a possible implementation of soft
constraint.

3.3 Discussions

Feature constraints impose additional constraints between constituents for phrase
structures. However different feature constraints serve for different functions and
have different feature assignment principles. Some features serve for local constraints,
such as Left, Head, and HeadO/1. Those features are only assigned at local intermedi-
ate nodes. Some features are designed for external effect such as Mother Feature,
which is assigned to phrase nodes and their daughter intermediate nodes. For in-
stances, NP structures for subject usually are different from NP structures for object
in English sentences [10]. NP attached with Mother-feature can make the difference.
NPs rules and NPyp rules will be derived each respectively from subject NP and ob-
ject NP structures. However such difference seems not very significant in Chinese.
Therefore feature selection and assignment should be linguistically-motivated as
shown in our experiments.

In conclusion, linguistically-motivated features have better effects on parsing per-
formances than arbitrarily selected features, since they increase grammar precision,
but only reduce grammar coverage slightly. The feature of leftmost daughter, which
constraints linear order of constituents, is the most effective feature for parsing. Other
sub-categorization related features, such as mother node and head features, do not
contribute parsing F-scores very much. Such features might be useful for purpose of
sentence generation instead of parsing.

4 Adapt to Pos Errors Due to Automatic Pos Tagging

Perfect testing data was used for the above experiments without considering word
segmentation and pos tagging errors. However in real life word segmentation and pos
tagging errors will degenerate parsing performances. The real parsing performances
of accepting input from automatic word segmentation and pos tagging system are
shown in the Table 5.

Table 5. Parsing performances of inputs produced by the automatic word segmentation and
pos tagging

Binary+Left+Head1/0

Sinica Sinorama Textbook
LF 76.18 64.53 73.61
BF 84.01 75.95 84.28
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The naive approach to overcome the pos tagging errors was to delay some of the
ambiguous pos resolution for words with lower confidence tagging scores and leave
parser to resolve the ambiguous pos until parsing stage. The tagging confidence of
each word is measured by the following value.

P(c,,.)
P(c,,)+P(c,,)

assigned by the tagging model for the best candidate c,,, and the second best candi-
date c, .

Confidence value= , where P(c;,) and P(c,,,) are probabilities

The experimental results, Table 6, show that delaying ambiguous pos resolution
does not improve parsing performances, since pos ambiguities increase structure am-
biguities and the parser is not robust enough to select the best tagging sequence. The
higher confidence values mean that more words with lower confidence tagging will
leave ambiguous pos tags and the results show the worse performances. Charniak et al
[3] experimented with using multiple tags per word as input to a treebank parser, and
came to a similar conclusion.

Table 6. Parsing performances for different confidence level of pos ambiguities

Confidence value=0.5
Sinica | Sinorama | Textbook
LF 75.92 | 64.14 74.66
BF 83.48 75.22 83.65
Confidence value=0.8
Sinica | Sinorama | Textbook
LF 75.37 63.17 73.76
BF 83.32 | 74.50 83.33
Confidence value=1.0
Sinica | Sinorama | Textbook
LF 74.12 | 61.25 69.44
BF 82.57 73.17 81.17

4.1 Blending Grammars

A new approach of grammar blending method was proposed to cope with pos tagging
errors. The idea is to blend the original grammar with a newly extracted grammar
derived from the Treebank in which pos categories are tagged by the automatic pos
tagger. The blended grammars contain the original rules and the extended rules due to
pos tagging errors. A 5-fold cross-validation was applied on the testing data to tune
the blending weight between the original grammar and the error-adapted grammar.
The experimental results show that the blended grammar of weights 8:2 between the
original grammar and error-adapted grammar achieves the best results. It reduces
about 20%~30% parsing errors due to pos tagging errors, shown in the Table 7. The
pure error-adapted grammar, i.e. 0:10 blending weight, does not improve the parsing
performance very much
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Table 7. Performances of the blended grammars

Error-adapted
blending weight (0:10)

grammar  i.e.

Blending weight 8:2

Sinica Sinirama | Textbook | Sinica Sinirama | Textbook
LF 75.99 66.16 71.92 78.04 66.49 74.69
BF 85.65 77.89 85.04 86.06 77.82 85.91

5 Conclusion and Future Researches

In order to obtain a high precision and high coverage grammar, we proposed a model
to measure grammar coverage and designed a PCFG parser to measure efficiency of
the grammar. Grammar binarization method was proposed to generalize rules and to
increase the coverage of context-free grammars. Linguistically-motivated feature
constraints were added into grammar rules to maintain grammar rule precision. It is
shown that the feature of leftmost daughter, which constraints linear order of constitu-
ents, is the most effective feature. Other sub-categorization related features, such as
mother node and head features, do not contribute parsing F-scores very much. Such
features might be very useful for purpose of sentence generation instead of parsing.
The best performed feature constraint binarized grammar increases the grammar cov-
erage of the original grammar from 93% to 99% and bracketing F-score from 87% to
91% in parsing moderate hard testing data. To cope with error propagations due to
word segmentation and part-of-speech tagging errors, a grammar blending method
was proposed to adapt to such errors. The blended grammar can reduce about 20~30%
of parsing errors due to error assignment of a pos tagging system.

In the future, we will study more effective way to resolve structure ambiguities. In
particular, consider the tradeoff effect between grammar coverage and precision. The
balance between soft constraints and hard constraints will be focus of our future re-
searches. In addition to rule probability, word association probability will be another
preference measure to resolve structure ambiguity, in particular for conjunctive
structures.
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Abstract. We present a PP-attachment disambiguation method based
on a gigantic volume of unambiguous examples extracted from raw cor-
pus. The unambiguous examples are utilized to acquire precise lexical
preferences for PP-attachment disambiguation. Attachment decisions are
made by a machine learning method that optimizes the use of the lexical
preferences. Our experiments indicate that the precise lexical preferences
work effectively.

1 Introduction

For natural language processing (NLP), resolving various ambiguities is a fun-
damental and important issue. Prepositional phrase (PP) attachment ambigu-
ity is one of the structural ambiguities. Consider, for example, the following
sentences [1]:

(1) a. Mary ate the salad with a fork.

b. Mary ate the salad with croutons.

The prepositional phrase in (1la) “with a fork” modifies the verb “ate”, because
“with a fork” describes how the salad is eaten. The prepositional phrase in (1b)
“with croutons” modifies the noun “the salad”, because “with croutons” de-
scribes the salad. To disambiguate such PP-attachment ambiguity, some kind of
world knowledge is required. However, it is currently difficult to give such world
knowledge to computers, and this situation makes PP-attachment disambigua-
tion difficult. Recent state-of-the-art parsers perform with the practical accuracy,
but seem to suffer from the PP-attachment ambiguity [2, 3].

For NLP tasks including PP-attachment disambiguation, corpus-based ap-
proaches have been the dominant paradigm in recent years. They can be divided
into two classes: supervised and unsupervised. Supervised methods automati-
cally learn rules from tagged data, and achieve good performance for many NLP
tasks, especially when lexical information, such as words, is given. Such methods,
however, cannot avoid the sparse data problem. This is because tagged data are
not sufficient enough to discriminate a large variety of lexical information. To
deal with this problem, many smoothing techniques have been proposed.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 188-198, 2005.
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The other class for corpus-based approaches is unsupervised learning. Unsu-
pervised methods take advantage of a large number of data that are extracted
from large raw corpora, and thus can alleviate the sparse data problem. How-
ever, the problem is their low performance compared with supervised methods,
because of the use of unreliable information.

For PP-attachment disambiguation, both supervised and unsupervised meth-
ods have been proposed, and supervised methods have achieved better perfor-
mance (e.g., 86.5% accuracy by [1]). Previous unsupervised methods tried to ex-
tract reliable information from large raw corpora, but the extraction heuristics
seem to be inaccurate [4,5]. For example, Ratnaparkhi extracted unambiguous
word triples of (verb, preposition, noun) or (noun, preposition, noun), and re-
ported that their accuracy was 69% [4]. This means that the extracted triples
are not truly unambiguous, and this inaccurate treatment may have led to low
PP-attachment performance (81.9%).

This paper proposes a PP-attachment disambiguation method based on an
enormous amount of truly unambiguous examples. The unambiguous examples
are extracted from raw corpus using some heuristics inspired by the following
example sentences in [6]:

(2) a. She sent him into the nursery to gather up his toys.

b. The road to London is long and winding.

In these sentences, the underlined PPs are unambiguously attached to the
double-underlined verb or noun. The extracted unambiguous examples are uti-
lized to acquire precise lexical preferences for PP-attachment disambiguation.
Attachment decisions are made by a machine learning technique that optimizes
the use of the lexical preferences. The point of our work is to use a “gigantic”
volume of “truly” unambiguous examples. The use of only truly unambiguous
examples leads to statistics of high-quality and good performance of disambigua-
tion in spite of the learning from raw corpus. Furthermore, by using a gigantic
volume of data, we can alleviate the influence of the sparse data problem.

The remainder of this paper is organized as follows. Section 2 briefly describes
the globally used training and test set of PP-attachment. Section 3 summarizes
previous work for PP-attachment. Section 4 describes a method of calculating
lexical preference statistics from a gigantic volume of unambiguous examples.
Section 5 is devoted to our PP-attachment disambiguation algorithm. Section
6 presents the experiments of our disambiguation method. Section 7 gives the
conclusions.

2 Tagged Data for PP-Attachment

The PP-attachment data with correct attachment site are available '. These data
were extracted from Penn Treebank [7] by the IBM research group [8]. Hereafter,
we call these data “IBM data”. Some examples in the IBM data are shown
in Table 1.

! Available at ftp://ftp.cis.upenn.edu/pub/adwait/PPattachData/
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Table 1. Some Examples of the IBM data

v N, P N attach
join board as director \%
is chairman of N.V. N
using crocidolite in filters \%
bring attention to problem 'V
is asbestos  in product N
making  paper for filters N
including three with cancer N

Table 2. Various Baselines and Upper Bounds of PP-Attachment Disambiguation

method accuracy
always N 59.0%
N if p is “of”; otherwise V 70.4%

most likely for each preposition  72.2%
average human (only quadruple) 88.2%
average human (whole sentence) 93.2%

The data consist of 20,801 training and 3,097 test tuples. In addition, a de-
velopment set of 4,039 tuples is provided. Various baselines and upper bounds of
PP-Attachment disambiguation are shown in Table 2. All the accuracies except
the human performances are on the IBM data. The human performances were
reported by [8].

3 Related Work

There have been lots of supervised approaches for PP-attachment disambigua-
tion. Most of them used the IBM data for their training and test data.
Ratnaphakhi et al. proposed a maximum entropy model considering words
and semantic classes of quadruples, and performed with 81.6% accuracy [8].
Brill and Resnik presented a transformation-based learning method [9]. They
reported 81.8% accuracy, but they did not use the IBM data 2. Collins and
Brooks used a probabilistic model with backing-off to smooth the probabili-
ties of unseen events, and its accuracy was 84.5% [10]. Stetina and Nagao used
decision trees combined with a semantic dictionary [11]. They achieved 88.1%
accuracy, which is approaching the human accuracy of 88.2%. This great per-
formance is presumably indebted to the manually constructed semantic dictio-
nary, which can be regarded as a part of world knowledge. Zavrel et al. em-
ployed a nearest-neighbor method, and its accuracy was 84.4% [12]. Abney et
al. proposed a boosting approach, and yielded 84.6% accuracy [13]. Vanschoen-
winkel and Manderick introduced a kernel method into PP-attachment disam-

2 The accuracy on the IBM data was 81.9% [10].
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biguation, and attained 84.8% accuracy [14]. Zhao and Lin proposed a nearest-
neighbor method with contextually similar words learned from large raw corpus
[1]. They achieved 86.5% accuracy, which is the best performance among previ-
ous methods for PP-attachment disambiguation without manually constructed
knowledge bases.

There have been several unsupervised methods for PP-attachment disam-
biguation. Hindle and Rooth extracted over 200K (v, n,, p) triples with ambigu-
ous attachment sites from 13M words of AP news stories [15]. Their disambigua-
tion method used lexical association score, and performed at 75.8% accuracy on
their own data set. Ratnaparkhi collected 910K unique unambiguous triples (v,
P, N2) or (ny, p, n,) from 970K sentences of Wall Street Journal, and pro-
posed a probabilistic model based on cooccurrence values calculated from the
collected data [4]. He reported 81.9% accuracy. As previously mentioned, the
accuracy was possibly lowered by the inaccurate (69% accuracy) extracted ex-
amples. Pantel and Lin extracted ambiguous 8,900K quadruples and unambigu-
ous 4,400K triples from 125M word newspaper corpus [5]. They utilized scores
based on cooccurrence values, and resulted in 84.3% accuracy. The accuracy of
the extracted unambiguous triples are unknown, but depends on the accuracy of
their parser.

There is a combined method of supervised and unsupervised approaches.
Volk combined supervised and unsupervised methods for PP-attachment disam-
biguation for German [16]. He extracted triples that are possibly unambiguous
from 5.5M words of a science magazine corpus, but these triples were not truly
unambiguous. His unsupervised method is based on cooccurrence probabilities
learned from the extracted triples. His supervised method adopted the backed-
off model by Collins and Brooks. This model is learned the model from 5,803
quadruples. Its accuracy on a test set of 4,469 quadruples was 73.98%, and was
boosted to 80.98% by the unsupervised cooccurrence scores. However, his work
was constrained by the availability of only a small tagged corpus, and thus it
is unknown whether such an improvement can be achieved if a larger size of a
tagged set like the IBM data is available.

4 Acquiring Precise Lexical Preferences from Raw
Corpus

We acquire lexical preferences that are useful for PP-attachment disambiguation
from a raw corpus. As such lexical preferences, cooccurrence statistics between
the verb and the prepositional phrase or the noun and the prepositional phrase
are used. These cooccurrence statistics can be obtained from a large raw corpus,
but the simple use of such a raw corpus possibly produces unreliable statistics.
We extract only truly unambiguous examples from a huge raw corpus to acquire
precise preference statistics.

This section first mentions the raw corpus, and then describes how to extract
truly unambiguous examples. Finally, we explain our calculation method of the
lexical preferences.
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4.1 Raw Corpus

In our approach, a large volume of raw corpus is required. We extracted raw
corpus from 200M Web pages that had been collected by a Web crawler for
a month [17]. To obtain the raw corpus, each Web page is processed by the
following tools:

1. sentence extracting

Sentences are extracted from each Web page by a simple HTML parser.
2. tokenizing

Sentences are tokenized by a simple tokenizer.
3. part-of-speech tagging

Tokenized sentences are given part-of-speech tags by Brill tagger [18].
4. chunking

Tagged sentences are chunked by YamCha chunker [19].

By the above procedure, we acquired 1,300M chunked sentences, which con-
sist of 21G words, from the 200M Web pages.

4.2 Extraction of Unambiguous Examples

Unambiguous examples are extracted from the chunked sentences. Our heuristics
to extract truly unambiguous examples were decided in the light of the following
two types of unambiguous examples in [6].

(3) a. She sent him into the nursery to gather up his toys.

b. The road to London is long and winding.

The prepositional phrase “into the nursery” in (3a) must attach to the verb
“sent”, because attachment to a pronoun like “him” is not possible. The prepo-
sitional phrase “to London” in (3b) must attach to the noun “road”, because
there are no preceding possible heads.

We use the following two heuristics to extract unambiguous examples like
the above.

— To extract an unambiguous triple (v, p, n,) like (3a), a verb followed by a
pronoun and a prepositional phrase is extracted.

— To extract an unambiguous triple (n,, p, n.) like (3b), a noun phrase followed
by a prepositional phrase at the beginning of a sentence is extracted.

4.3 Post-processing of Extracted Examples
The extracted examples are processed in the following way:

— For verbs (v):
e Verbs are reduced to their lemma.
— For nouns (n,, n,):
e 4-digit numbers are replaced with <year>.
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e All other strings of numbers were replaced with <num>.
e All words at the beginning of a sentence are converted into lower case.
e All words starting with a capital letter followed by one or more lower
case letters were replaced with <name>.
e All other words are reduced to their singular form.
— For prepositions (p):
e Prepositions are converted into lower case.

As a result, 21M (v, p, n.) triples and 147M (n, p, n.) triples,in total 168M
triples, were acquired.

4.4 Calculation of Lexical Preferences for PP-Attachment

From the extracted truly unambiguous examples, lexical preferences for PP-
attachment are calculated. As the lexical preferences, pointwise mutual informa-
tion between v and “p n,” is calculated from cooccurrence counts of v and “p

”

n,” as follows®:

f(v,pnz)
I(v,pn,) = log fv) }v(pnz) W
N N

where N denotes the total number of the extracted examples (168M), f(v) and
f(pn,) is the frequency of v and “p n,”, respectively, and f(v,pn.) is the cooc-
currence frequency of v and pn.,.

Similarly, pointwise mutual information between n, and “p n.’
as follows:

Y

is calculated

f(nl ,an)
I(n.,pna) = log f(nl)]\}(pnz) (2)
N N

The preference scores ignoring n, are also calculated:

f(;;p)
N N

f(%vp)
I(nl,p) = log f(ny) f(p) (4)
N N

5 PP-Attachment Disambiguation Method

Our method for resolving PP-attachment ambiguity takes a quadruple (v, n,, p,
n,) as input, and classifies it as V or N. The class V means that the prepositional

3 As in previous work, simple probability ratios can be used, but a preliminary ex-
periment on the development set shows their accuracy is worse than the mutual
information by approximately 1%.
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)

phrase “p n,” modifies the verb v. The class N means that the prepositional
phrase modifies the noun n,.

To solve this binary classification task, we employ Support Vector Machines
(SVMs), which have been well-known for their good generalization
performance [20].

We consider the following features:

— LEX: word of each quadruple
To reduce sparse data problems, all verbs and nouns are pre-processed using
the method stated in Section 4.3.

— POS: part-of-speech information of v, n, and n,
POSs of v, n, and n, provide richer information than just verb or noun,
such as inflectional information.
The IBM data, which we use for our experiments, do not contain POS in-
formation. To obtain POS tags of a quadruple, we extracted the original
sentence of each quadruple from Penn Treebank, and applied the Brill tag-
ger to it. Instead of using the correct POS information in Penn Treebank,
we use the POS information automatically generated by the Brill tagger to
keep the experimental environment realistic.

— LP: lexical preferences
Given a quadruple (v, n,, p, n,), four statistics calculated in Section4.4,
I(v,pn,), I(n,,pn.), I(v,p) and I(n,,p), are given to SVMs as features.

6 Experiments and Discussions

We conducted experiments on the IBM data. As an SVM implementation, we em-
ployed SVM!9ht [21]. To determine parameters of SVM!9"¢ we run our method
on the development data set of the IBM data. As the result, parameter j, which
is used to make much account of training errors on either class [22], is set to
0.65, and 3-degree polynomial kernel is chosen. Table 3 shows the experimen-
tal results for PP-attachment disambiguation. For comparison, we conducted
several experiments with different feature combinations in addition to our pro-
posed method “LEX+POS+LP”, which uses all of the three types of features.
The proposed method “LEX+POS+LP” surpassed “LEX”, which is the stan-
dard supervised model, and furthermore, significantly outperformed all other

Table 3. PP-Attachment Accuracies

LEX POS LP accuracy

v 85.34
v v 85.05
Vv 83.73

v v 8466

v v 86.44
v v 8725
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Table 4. Precision and Recall for Each Attachment Site (“LEX+POS+LP” model)

class precision recall
V 1067/1258 (84.82%) 1067/1271 (83.95%)
N 1635/1839 (88.91%) 1635/1826 (89.54%)

Table 5. PP-Attachment Accuracies of Previous Work

method accuracy

our method SVM  87.25%
supervised

Ratnaphakhi et al., 1994 ME 81.6%
Brill and Resnik, 1994 TBL 81.9%
Collins and Brooks, 1995 back-off 84.5%
Zavrel et al., 1997 NN 84.4%
Stetina and Nagao, 1997 DT 88.1%
Abney et al., 1999 boosting 84.6%
Vanschoenwinkel and Manderick, 2003 SVM  84.8%
Zhao and Lin, 2004 NN 86.5%
unsupervised

Ratnaparkhi, 1998 - 81.9%
Pantel and Lin, 2000 - 84.3%

ME: Maximum Entropy, TBL: Transformation-Based Learning,
DT: Decision Tree, NN: Nearest Neighbor

configurations (McNemar’s test; p < 0.05). “LEX+POS” model was a little
worse than “LEX”, but “LEX4+POS+LP” was better than “LEX+LP” (and
also “POS+LP” was better than “LP”). From these results, we can see that
“LP” worked effectively, and the combination of “LEX+POS+LP” was very ef-
fective. Table 4 shows the precision and recall of “LEX+POS+LP” model for
each class (N and V).

Table 5 shows the accuracies achieved by previous methods. Our performance
is higher than any other previous methods except [11]. The method of Stetina
and Nagao employed a manually constructed sense dictionary, and this conduces
to good performance.

Figure 1 shows the learning curve of “LEX” and “LEX+POS+LP” models
while changing the number of tagged data. When using all the training data,
“LEX+POS+LP” was better than “LEX” by approximately 2%. Under the con-
dition of small data set, “LEX+POS+LP” was better than “LEX”by approxi-
mately 5%. In this situation, in particular, the lexical preferences worked more
effectively.

Figure 2 shows the learning curve of “LEX+POS+LP” model while changing
the number of used unambiguous examples. The accuracy rises rapidly by 10M
unambiguous examples, and then drops once, but after that rises slightly. The
best score 87.28% was achieved when using 77M unambiguous examples.
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Fig. 1. Learning Curve of PP-Attachment Disambiguation
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Fig. 2. Learning Curve of PP-Attachment Disambiguation while changing the number

of used unambiguous examples

7 Conclusions

This paper has presented a corpus-based method for PP-attachment disam-
biguation. Our approach utilizes precise lexical preferences learned from a gi-
gantic volume of truly unambiguous examples in raw corpus. Attachment deci-
sions are made using a machine learning method that incorporates these lexi-
cal preferences. Our experiments indicated that the precise lexical preferences

worked effectively.
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In the future, we will investigate useful contextual features for PP-

attachment, because human accuracy improves by around 5% when they see
more than just a quadruple.

Acknowledgements

We would like to thank Prof. Kenjiro Taura for allowing us to use an enormous
volume of Web corpus. We also would like to express our thanks to Tomohide
Shibata for his constructive and fruitful discussions.

References

10.

11.

12.

13.

. Zhao, S., Lin, D.: A nearest-neighbor method for resolving pp-attachment ambigu-

ity. In: Proceedings of the 1st International Joint Conference on Natural Language
Processing. (2004) 428-434

. Collins, M.: Head-Driven Statistical Models for Natural Language Parsing. PhD

thesis, University of Pennsylvania (1999)

Charniak, E.: A maximum-entropy-inspired parser. In: Proceedings of the 1st
Meeting of the North American Chapter of the Association for Computational
Linguistics. (2000) 132-139

Ratnaparkhi, A.: Statistical models for unsupervised prepositional phrase attach-
ment. In: Proceedings of the 17th International Conference on Computational
Linguistics. (1998) 1079-1085

Pantel, P., Lin, D.: An unsupervised approach to prepositional phrase attachment
using contextually similar words. In: Proceedings of the 38th Annual Meeting of
the Association for Computational Linguistics. (2000) 101-108

Manning, C., Schiitze, H.: Foundations of Statistical Natural Language Processing.
MIT Press (1999)

Marcus, M., Santorini, B., Marcinkiewicz, M.: Building a large annotated corpus
of English: the Penn Treebank. Computational Linguistics 19 (1994) 313-330
Ratnaparkhi, A., Reynar, J., Roukos, S.: A maximum entropy model for preposi-
tional phrase attachment. In: Proceedings of the ARPA Human Language Tech-
nology Workshop. (1994) 250-255

Brill, E., Resnik, P.: A rule-based approach to prepositional phrase attachment
disambiguation. In: Proceedings of the 15th International Conference on Compu-
tational Linguistics. (1994) 1198-1204

Collins, M., Brooks, J.: Prepositional phrase attachment through a backed-off
model. In: Proceedings of the 3rd Workhop on Very Large Corpora. (1995) 27-38
Stetina, J., Nagao, M.: Corpus based pp attachment ambiguity resolution with a
semantic dictionary. In: Proceedings of the 5th Workhop on Very Large Corpora.
(1997) 66-80

Zavrel, J., Daelemans, W., Veenstra, J.: Resolving pp attachment ambiguities
with memory-based learning. In: Proceedings of the Workshop on Computational
Natural Language Learning. (1997) 136-144

Abney, S., Schapire, R., Singer, Y.: Boosting applied to tagging and pp attach-
ment. In: Proceedings of 1999 Joint SIGDAT Conference on Empirical Methods
in Natural Language Processing and Very Large Corpora. (1999) 38-45



198

14.

15.

16.

17.

18.

19.

20.
21.

22.

D. Kawahara and S. Kurohashi

Vanschoenwinkel, B., Manderick, B.: A weighted polynomial information gain
kernel for resolving pp attachment ambiguities with support vector machines. In:
Proceedings of the 18th International Joint Conference on Artificial Intelligence.
(2003) 133-138

Hindle, D., Rooth, M.: Structural ambiguity and lexical relations. Computational
Linguistics 19 (1993) 103-120

Volk, M.: Combining unsupervised and supervised methods for pp attachment
disambiguation. In: Proceedings of the 19th International Conference on Compu-
tational Linguistics. (2002) 1065-1071

Takahashi, T., Soonsang, H., Taura, K., Yonezawa, A.: World wide web crawler. In:
Poster Proceedings of the 11th International World Wide Web Conference. (2002)
Brill, E.: Transformation-based error-driven learning and natural language process-
ing: A case study in part-of-speech tagging. Computational Linguistics 21 (1995)
543-565

Kudo, T., Matsumoto, Y.: Chunking with support vector machines. In: Proceed-
ings of the 2nd Meeting of the North American Chapter of the Association for
Computational Linguistics. (2001) 192-199

Vapnik, V.: The Nature of Statistical Learning Theory. Springer (1995)
Joachims, T.: 11. In: Making Large-Scale Support Vector Machine Learning Prac-
tical, in Advances in Kernel Methods - Support Vector Learning. MIT Press (1999)
169-184

Morik, K., Brockhausen, P., Joachims, T.: Combining statistical learning with a
knowledge-based approach — a case study in intensive care monitoring. In: Proceed-
ings of the 16th International Conference on Machine Learning. (1999) 268277



Adapting a Probabilistic Disambiguation Model
of an HPSG Parser to a New Domain

Tadayoshi Hara!, Yusuke Miyao', and Jun’ichi Tsujii''?-3

! Department of Computer Science, University of Tokyo,
Hongo 7-3-1, Bunkyo-ku, Tokyo 113-0033, Japan
2 CREST, JST (Japan Science and Technology Agency),
Honcho, 4-1-8, Kawaguchi-shi, Saitama 332-0012, Japan
3 School of Informatics, University of Manchester,
POBox 88, Sackville St, Manchester, M60 1QD, UK

Abstract. This paper describes a method of adapting a domain-inde-
pendent HPSG parser to a biomedical domain. Without modifying the
grammar and the probabilistic model of the original HPSG parser, we
develop a log-linear model with additional features on a treebank of the
biomedical domain. Since the treebank of the target domain is limited, we
need to exploit an original disambiguation model that was trained on a
larger treebank. Our model incorporates the original model as a reference
probabilistic distribution. The experimental results for our model trained
with a small amount of a treebank demonstrated an improvement in
parsing accuracy.

1 Introduction

Natural language processing (NLP) is being demanded in various fields, such
as biomedical research, patent application, and WWW, because an unmanage-
able amount of information is being published in unstructured data, i.e., natural
language texts. To exploit latent information in these, the assistance of NLP
technologies is highly required. However, an obstacle is the lack of portability
of NLP tools. In general, NLP tools specialized to each domain were developed
from scratch, or adapted by considerable human effort. This is because linguistic
resources for each domain, such as a treebank, have not been sufficiently devel-
oped yet. Since dealing with various kinds of domains is an almost intractable
job, sufficient resources can not be expected.

The method presented in this paper is the development of disambiguation
models of an HPSG parser by combining a disambiguation model of an original
parser with a new model adapting to a new domain. Although the training of a
disambiguation model of a parser requires a sufficient amount of a treebank, its
construction requires a considerable human effort. Hence, we exploit the original
disambiguation model that was trained with a larger, but domain-independent
treebank. Since the original disambiguation model contains rich information of
general grammatical constraints, we try to use its information in developing a
disambiguation model for a new domain.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 199-210, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Our disambiguation model is a log-linear model into which the original disam-
biguation model is incorporated as a reference distribution. However, we cannot
simply estimate this model, because of the problem that has been discussed in
studies of the probabilistic modeling of unification-based grammars [1,2]. That
is, the exponential explosion of parse candidates assigned by the grammar makes
the estimation intractable. The previous studies solved the problem by applying
a dynamic programming algorithm to a packed representation of parse trees. In
this paper, we borrow their idea, and define reference distribution on a packed
structure. With this method, the log-linear model with a reference distribution
can be estimated by using dynamic programming.

In the experiments, we used an HPSG parser originally trained with the
Penn Treebank [3], and evaluated a disambiguation model trained with the GE-
NIA treebank [4], which consisted of abstracts of biomedical papers. First, we
measured the accuracy of parsing and the time required for parameter estima-
tion. For comparison, we also examined other possible models other than our
disambiguation model. Next, we varied the size of a training corpus in order to
evaluate the size sufficient for domain adaptation. Then, we varied feature sets
used for training and examined the parsing accuracy. Finally, we compared the
errors in the parsing results of our model with those of the original parser.

In Section 2, we introduce the disambiguation model of an HPSG parser. In
Section 3, we describe a method of adopting reference distribution for adapting
a probabilistic disambiguation model to a new domain. In Section 4, we examine
our method through experiments on the GENIA treebank.

2 An HPSG Parser

The HPSG parser used in this study is Enju [5]. The grammar of Enju was ex-
tracted from the Penn Treebank [3], which consisted of sentences collected from
The Wall Street Journal [6]. The disambiguation model of Enju was trained
on the same treebank. This means that the parser has been adapted to The
Wall Street Journal, and would be difficult to apply to other domains such
as biomedical papers that include different distribution of words and
their constraints.

In this study, we attempted the adaptation of a probabilistic disambiguation
model by fixing the grammar and the disambiguation model of the original
parser. The disambiguation model of Enju is based on a feature forest model
[2], which is a maximum entropy model [7] on packed forest structure. The
probability, pg(t|s), of producing the parse result ¢ for a given sentence s is

defined as
1
pe(tls) = 7. exp <; )\ifi(t,s)>

Zs = Z exp <Z /\ifi(t/vs)> .

t'eT(s)
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he saw a girl with  a telescope

Fig. 1. Chart for parsing “he saw a girl with a telescope”

where T'(s) is the set of parse candidates assigned to s. The feature function
fi(t, s) represents the characteristics of ¢ and s, while the corresponding model
parameter \; is its weight. Model parameters were estimated so as to maximize
the log-likelihood of the training data.

Estimation of the above model requires a set of training pairs (ts, T'(s)), where
ts is the correct parse for the sentence s. While ¢ is provided by a treebank, T'(s)
is computed by parsing each s in the treebank. However, the simple enumeration
of T'(s) is impractical because the size of T'(s) is exponential to the length of s.

To avoid an exponential explosion, Enju represented T'(s) in a packed form of
HPSG parse trees [5]. In chart parsing, partial parse candidates are stored in a
chart, in which phrasal signs are identified and packed into an equivalence class
if they are determined to be equivalent and dominate the same word sequence.
A set of parse trees is then represented as a set of relations among equivalence
classes. Figure 1 shows a chart for parsing “he saw a girl with a telescope”, where
the modifiee ( “saw” or “girl”) of “with” is ambiguous. Each feature structure
expresses an equivalence class, and the arrows represent immediate-dominance
relations. The phrase, “saw a girl with a telescope”; has two ambiguous subtrees
(A in the figure). Since the signs of the top-most nodes are equivalent, they are
packed into the same equivalence class. The ambiguity is represented as two
pairs of arrows that come out of the node.

A packed chart can be interpreted as an instance of a feature forest [2]. A
feature forest represents a set of exponentially-many trees in an “and/or” graph
of a tractable size. A feature forest is formally defined as a tuple (C, D, R, §),
where C' is a set of conjunctive nodes, D is a set of disjunctive nodes, R C C
is a set of root nodes', v : D — 2¢ is a conjunctive daughter function, and
6 :C — 2P is a disjunctive daughter function.

! For the ease of explanation, the definition of root node is slightly different from the
original.
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Fig. 2. Packed representation of HPSG parse trees in Figure 1

Figure 2 shows (a part of) the HPSG parse trees in Figure 1 represented
as a feature forest. Square boxes are conjunctive nodes, dotted lines express a
disjunctive daughter function, and solid arrows represent a conjunctive daughter
function.

Based on the definition, parse tree t of sentence s can be represented as the
set of conjunctive nodes in the feature forest. The probability pg(t|s) is then

redefined as
pe(tls) =, exp (ZZMM)

cet 1
R (zzmc)) ,
t'eT(s) cet’ i

where f;(c) are alternative feature functions assigned to conjunctive nodes ¢ € C.
By using this redefined probability, a dynamic programming algorithm can be
applied to estimate p(¢|T'(s)) without unpacking the packed chart [2].

Feature functions in feature forest models are designed to capture the char-
acteristics of a conjunctive node. In HPSG parsing, it corresponds to a tuple of a
mother and its daughters. Enju uses features that are combinations of the atomic
features listed in Table 1. The following combinations are used for representing
the characteristics of the binary/unary rule applications.

RULE,DIST,COMMA,
Jhinary = ( SPANh, SYMa, WORD}, POSp, LE,
SPANp,, SYMy,, WORDy,, POSp, LEy,
funary = (RULE,SYM,WORD,POS,LE)

where suffix A and n means a head daughter and a non-head daughter, respectively.
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Table 1. Templates of atomic features

RULE the name of the applied schema
DIST the distance between the head words of the daughters
COMMA whether a comma exists between daughters and/or inside of daughter phrases
SPAN the number of words dominated by the phrase
SYM the symbol of the phrasal category (e.g. NP, VP)
WORD the surface form of the head word
POS the part-of-speech of the head word
LE the lexical entry assigned to the head word

/—fm =(S,saw, VBD, transitive)

¢ [HEAD verb}
SUBCAT <>
HEAD nolm} [HEAD verb }
SUBCAT <>| | SUBCAT <NP>
o /\ /\
< [HEAD verb } ¢ [HEAD verb
[SEQEK’TW"} SUBCAT <NP> SUBCAT <NP>
<>|
HEAD prep HEAD verb
he [HEAD verb } MOD VP SUBCAT [HEAD noun}
SUBCAT <NP>| | SUBCAT <> <NP.NP> | LSUBCAT <>

head-mod,3,0,
Joinary ={ 3, VP, saw, VBD, transitive,
3,PP, with,IN,vp-mod-prep

Fig. 3. Example features

In addition, the following feature is used for expressing the condition of the
root node of the parse tree.

Jroot = (SYM,WORD,POS,LE)

Figure 3 shows example features: fyoot is the feature for the root node, in
which the phrase symbol is S and the surface form, part-of-speech, and lexical
entry of the lexical head are “saw”, VBD, and a transitive verb, respectively.
The fbinary is the feature for the binary rule application to “saw a girl” and
“with a telescope”, in which the applied schema is the Head-Modifier Schema, the
head daughter is VP headed by “saw”, and the non-head daughter is PP headed
by “with”, whose part-of-speech is IN and the lexical entry is a VP-modifying
preposition.

3 Re-training of Disambiguation Models

The method of domain adaptation is to develop a new maximum entropy model
with incorporating an original model as a reference probabilistic distribution.
The idea of adaptation using a reference distribution has already been presented
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in several studies [8,9]. When we have a reference probabilistic model po(t|s) and
are making a new model pas(t|s), the probability is defined as

1
pu(tls) =, poltls)exp | Y pigi(t',s)
s j

where Z. = Z po(t'|s) exp ijgj(t’,s)
t'eT(s) J

Model parameters, p;, are estimated so as to maximize the likelihood of the
training data as in ordinary maximum entropy models. The maximization of the
likelihood with the above model is equivalent to finding the model pj; that is
closest to the reference probability pg in terms of the Kullback-Leibler distance.

However, we cannot simply apply the above method to our task because the
parameter estimation requires the computation of the above probability for all
parse candidates T'(s). As discussed in Section 2, the size of T'(s) is exponentially
related to the length of s. This imposes a new problem, that is, we need to
enumerate po(t|s) for all candidate parses. Obviously, this is intractable.

Since Enju represented a probabilistic disambiguation model in a packed
forest structure, we exploit that structure to represent our probabilistic model.
That is, we redefine pys with feature functions g; on conjunctive nodes as

1
pu(tls) =, po(t]s) exp ZZMJ

cet

where Z. = Z po(t]s) exp Zzp797 (c)

/€T (s) cet! g

¢ [HEAD urb} Z Pg(u

SUBCAT <> | beeremsimmssssneesssssnnsd \
HEAD noun| | HEAD verb
t; selected _\fUBCAT <>| | SUBCAT <NP>|
.... ﬂ selected

e [HEAD verb } ¢, [HEAD vers
[SEQBA{}W} SUBCAT <NP>| SUBCAT <NP>|
<>
HEAD prep HEAD verb
he [HEAD verb } MOD VP SUBCAT [HEAD nuun}
; | |LSUBCAT <NP>| | gUCAT <> <xp Np> | [SUBCAT <>
2 Pglea); ’ g

Fig. 4. Example of importing a reference distribution into each conjunctive node
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As described in Section 2, the original model, pg(t|s), is expressed in a packed

structure as
pe(tls) =, exp (ZZMM)

cet 1
where Z, = Z exp <Z Z )\Z-fi(c)) .
t'eT(s) cet

Then, po(t|s) is substituted by pg(t|s), and pas(t|s) is formulated as

purlls) =, { . e (szimc))}exp SO pigs(e)

cet cet j

PP 103 SEVICES ) S

cet 1 cet g

S L L PO DIRVACES SPTNC

cet [

where Z! =7, 7. = Z exp Z Z)\ifi(c) + ijgj(c)
J

teT(s) cet \ i

With this form of pps(t|s), a dynamic programing algorithm can be applied.
For example, we show how to obtain probabilities of parse trees in the case of
Figure 4. For ease, we assume that there are only two disjunctive daughters
(dotted lines) that are of the top conjunctive node. The left disjunctive node
introduces a parse tree ¢; that consists of conjunctive nodes {c1, co, c3,...},
and the right one, to that consists of {c1, ca, c4,...}. To each conjunctive node
¢k, a weight from the reference distribution ), A; fi(cx) is assigned. Probability
pu(ti]s) and pas(te|s) are then given as

pu(ti]s)= Zl,, exp Z Aifier) + ijgj(cl) + Z Aifilez2) +Z pigi(c2)
s : 7 : 7

+ ZAifi(Cs)+Zp479j(03) +ee

pu(tals)= ,, exp D oNfilen) + Y pigier) |+ Do Nifilea) +Y pigi(ea)
s i i i j

+ Z/\ifi(64)+zpj9j(c4) +o
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4 Experiments

We implemented the method described in Section 3. The original parser, Enju,
was developed on Section 02-21 of the Penn Treebank (39,832 sentences)[5]. For
the training of our model, we used the GENIA treebank [4], which consisted of
500 abstracts (4,446 sentences) extracted from MEDLINE. We divided the GENTA
treebank into three sets of 400, 50, and 50 abstracts (3,524,455, and 467 sentences),
and these sets were used respectively as training, development, and final evaluation
data. The method of Gaussian MAP estimation [10] was used for smoothing.

The meta parameter o of the Gaussian distribution was determined so as
to maximize the accuracy on the development set. In the following experiments,
we measured the accuracy of predicate-argument dependencies on the evaluation
set. The measure is labeled precision/recall (LP/LR), which is the same measure
as previous work [11,5] that evaluated the accuracy of lexicalized grammars on
the Penn Treebank.

First, we measured the accuracy of parsing and the time required for pa-
rameter estimation. Table 2 compares the results of the following estimation
methods.

Table 2. Accuracy and time cost for various estimation methods

F-score Training Parsing time (sec.)
GENIA Corpus Penn Treebank time (sec.) GENIA Corpus Penn Treebank
Our method 86.87 86.81 2,278 611 3,165
Combined 86.32 86.09 29,421 424 2,757
GENIA only 85.72 42.49 1,694 332 8,183
Original model 85.10 87.16 137,038 515 2,554
87
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86.6 N . 4
864 | R _—
© 862 | r "
o A
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n

Fig. 5. Corpus size vs. Accuracy
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Table 3. Accuracy with atomic feature templates

Features LP LR F-score diff.
RULE 85.42 84.87 85.15 +0.05
DIST 85.29 84.77 85.03 —0.07

COMMA 85.45 84.86 85.15 +0.05

SPAN;+SPAN,, 85.58 85.02 85.30 +0.20
SYMBOL,+SYMBOL,, 85.01 84.56 84.78 —0.32
WORD,+WORD,, 86.59 86.07 86.33 +1.23

WORD}, 85.48 84.98 85.23 +0.13
WORD,, 85.44 84.64 85.04 —0.06
POS,+POS, 85.23 84.77 85.00 —0.10
LE,+LE, 85.42 85.06 85.24 +0.14
None 85.39 84.82 85.10

Table 4. Accuracy with the combination of RULE and other features

Features LP LR F-score diff.
RULE+DIST 85.41 84.85 85.13 +0.03
RULE+COMMA 85.92 85.15 85.53 +0.43

RULE+SPAN,+SPAN,, 85.33 84.82 85.07 —0.03
RULE+SYMBOL,+SYMBOL,, 85.43 85.00 85.21 +0.11
RULE4+WORD,+WORD,, 87.1286.62 86.87 +1.77

RULE + WORD;, 85.74 84.94 85.34 +0.24

RULE + WORD,, 85.10 84.60 84.85 —0.25

RULE+POS,+POS, 85.51 85.08 85.29 +0.19

RULE+LE,+LE, 85.48 85.08 85.28 +0.18
None 85.39 84.82 85.10

Our method: training with our method

Combined: training Enju model with the training corpus replaced by the com-
bination of the GENIA corpus and the Penn Treebank

GENTIA only: training Enju model with the training corpus replaced by the
GENTA corpus only

Original Model: training an original Enju model

The table shows the accuracy and the parsing time for the GENIA corpus and
the Penn Treebank Section 23, and also shows the time required for the training
of the model. The additional feature used in our method was RULE4+WORDy,+
WORD,,, which will be explained later. In the “Combined” method, we could
not train the model with the original training parameters (n = 20, e = 0.98 in
[5]) because the estimator ran out of memory. Hence, we reduced the parameters
to n =10, e = 0.95.

For the GENIA corpus, our model gave the higher accuracy than the origi-
nal model and the other estimation methods, while for the Penn Treebank, our
model gave a little lower accuracy than the original model. This result indicates
that our model was more adapted to the specific domain. The “GENIA only”
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Table 5. Accuracy with the combination of WORD and another feature

Features LP LR F-score diff.
WORD,+WORD,,+RULE 87.12 86.62 86.87 +1.77
WORD,+WORD,,+DIST 86.41 85.86 86.14 +1.04

WORD;,+WORD,,+COMMA 86.91 86.38 86.64 +1.54

WORD,+WORD,+SPAN,+SPAN,, 85.77 85.22 85.49 +0.39
WORD,+WORD,+SYMBOL,+SYMBOL, 86.58 85.70 86.14 +1.04
WORD,+WORD,,+POS,+POS, 86.53 85.99 86.26 +1.16
WORD,+WORD,+LE,+LE, 86.16 85.68 85.92 +0.82

None 85.39 84.82 85.10

Table 6. Errors in our model and Enju

Total errors Common errors Errors not in
the other model
Our model 1179 1050 129
Original model 1338 1050 288

method gave significantly lower accuracy. We expect that the method clearly
lacked the amount of the training corpus for obtaining generic grammatical
information.

The “Combined” method achieved the accuracy close to our method. How-
ever, it is notable that our method took much less time for the training of the
model since ours did not need to handle the Penn Treebank. Instead, our method
exploited the original model of Enju, which was trained on the Penn Treebank,
and this resulted in much less cost of training.

Next, we changed the size of the GENIA treebank for training: 40, 80, 120,
160, 200, 240, 280, 320, 360, and 400 abstracts. Figure 5 shows the accuracy when
the size of the training data was changed. We can say that, for those feature sets
giving remarkable accuracy in the experiments, the accuracy edged upwards with
the size of the training corpus, and the trend does not seem to converge even if
more than 400 abstracts exist. If we choose more complex feature sets for higher
accuracy, data sparseness will occur and an even larger corpus will be needed.
These findings indicate that we can further improve the accuracy by using a
larger treebank and a proper feature set.

Table 3 shows the accuracy of models with only atomic feature templates.
The bottom of the table gives the accuracy attained by the original parser.
When we focus on the WORD features, we can see the combination of WORDy,
and WORD,, improved the accuracy significantly, although each of the features
by itself did not improve so much. DIST, SYMBOL, and POS feature templates
lowered the accuracy. The other feature templates improved the accuracy, though
not as well as the WORD templates.

Table 4 shows that the RULE feature combined with one or more other
features often gave a little higher accuracy than the RULE feature gave by
itself, though not as well as the WORD features.
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Table 5 shows that the WORD features combined with one or more other
features gave remarkable improvement to the accuracy as a whole. RULE and
COMMA features gave even higher accuracy than with only the WORD features.
Our results revealed that the WORD features were crucial for the adaptation to
the biomedical domain. We expect that this was because the biomedical domain
had a different distribution of words, while more generic grammatical constraints
were not significantly different from other domains.

Table 6 shows the comparison of the number of errors of our model with those
of the original model in parsing the GENIA corpus. Though our model gave less
errors than the original model, our model introduced a certain amount of new
errors. In future work, we need to investigate manually those errors to find more
suitable feature templates without losing the information in the original model.

5 Conclusions

We have presented a method of adapting a domain-independent HPSG parser
to a biomedical domain. Since the treebank of the new domain was limited,
we exploited an original disambiguation model. The new model was trained
on a biomedical treebank, and was combined with the original model by using
it as a reference distribution of a log-linear model. The experimental results
demonstrated our new model was adapted to the target domain, and was superior
to other adaptation methods in accuracy and the cost of training time. With our
model, the parsing accuracy for the target domain improved by 1.77 point with
the treebank of 3,524 sentences. Since the accuracy did not seem to saturate, we
will further improve the accuracy by increasing the size of the domain-dependent
treebank. In addition, the experimental results showed that the WORD feature
significantly contributed to the accuracy improvement.

We examined only a few feature templates, and we must search for further
more feature templates. Not only the new combinations of the atomic features
but also new types of features, which may be domain-dependent such as named
entities, will be possible.
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Abstract. The problem of prepositional phrase attachment is crucial to
various natural language processing tasks and has received wide attention
in the literature In this paper, we propose an algorithm to disambiguate
between PP attachment sites The algorithm uses a combination of su
pervised and unsupervised learning along with the WordNet information,
which is implemented using a back off model Our use of the available
sources of lexical knowledge base in combination with large un annotated
corpora generalizes the existing algorithms with improved performance
The algorithm achieved average accuracy of 86 68% over three test data
sets with 100% recall It is further extended to deal with the multiple
PP attachment problem using the training based on single PP attach
ment sites and showed improvement over the earlier works on multiple
pp attachment

1 Introduction

Prepositional phrase (PP) attachment problem addresses structural ambiguity
in natural language processing which is a major source of errors in parsing The
goal of PP attachment is to decide the attachment site of a given PP in the
sentence For example, consider the following sentences

a) Mary ate the salad with a fork
b) Mary ate the salad with croutons

In sentence a), the PP *with a fork’ attaches to the verb eat rather than the noun
salad and is called adverbial attachment In sentence b), the PP ’with croutons’
attaches to salad rather than eat and is called adjectival attachment

1.1 Related Work

The problem of disambiguation between the PP attachment sites has received
wide attention in natural language processing Many rule based methods, sta
tistical methods which comprise of supervised and unsupervised methods and
hybrid methods are proposed for the ambiguity resolution

R Dale et al (Eds ): IJCNLP 2005, LNAI 3651, pp 211 222, 2005
© Springer Verlag Berlin Heidelberg 2005
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The prominent among the supervised methods which use annotated cor
pora for ambiguity resolution is the transformation based approach by Brill and
Resnik [1] with reported accuracy of 80% and the back off approach to smoothen
the probabilities of unseen attachments by Collins and Brooks [2] with reported
accuracy of 84 5% Ratnaparakhi et al [7] considered lexical information within
the verb phrase and used maximum entropy model to achieve the accuracy of
81 6% Stetina and Nagao [9] used the WordNet thesaurus and sense tagged
corpus to achieve the accuracy of 88 1% using a decision tree for classification
Though supervised methods dominate unsupervised methods in performance
and the accuracy achieved by Stetino and Nagao [9] is close to the human ac
curacy of 88 2% reported by Ratnaparakhi et al [7], the non availability of large
amount of annotated corpus is a serious limitation

On the other hand, the unsupervised methods use un annotated corpus and
infer attachment site based on the lexical association Hindle and Rooth [4] used
the lexical associations of verbs and nouns by computing co occurrence frequen
cies, which resulted in 82% correct attachments for a set of around 3000 test
cases from the Penn Tree bank Pantel and Lin [6] proposed an iterative ap
proach using unsupervised training data The algorithm uses contextually simi
lar words derived from a collocation database and a corpus based thesaurus for
classification with 84% accuracy Zavrel et al [11] proposed a nearest neighbor
algorithm using memory based learning with an accuracy of 84 4% Zhao and
Lin [12] also used nearest neighbor approach using various similarity measures
and the algorithm achieved 86 5% accuracy using the cosine of mutual informa
tion as the similarity measure Srinivas and Bhattacharya [8] extracted unam
biguous data from raw corpus based on heuristics, expanded it using WordNet
and used it as a training set, which yielded an accuracy of 83 86% on test data
prepared by Ratnaparakhi et al [7] Volk [10] combined the supervised and unsu
pervised approaches and used the back off model for disambiguation on German
corpus, achieving an accuracy of about 81% with a small annotated corpus of
10,000 sentences

1.2 Proposed Approach

In this paper, we propose an approach which combines the strength of super
vised and unsupervised approaches and also uses WordNet information when
ever available to improve the disambiguation of attachment of a given PP Our
approach handles the problem of sparse data and the use of WordNet signifi
cantly differs from the earlier approaches (Stetino and Nagao [9]; Srinivas and
Bhattacharya [8])

The training phase consists of supervised and unsupervised learning from
annotated and un annotated corpora and computing supervised and unsuper
vised scores The supervised scores for quadruplets, triplets and pairs are anal
ogous to the scores considered by Collins and Brooks [2] Further, information
is iteratively extracted from the un annotated corpus and is used to compute
unsupervised scores for triplets and pairs In addition, synonyms of verb and
nouns present in a quadruplet are extracted from WordNet and their supervised
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and unsupervised scores are appropriately used to compute supervised and un
supervised WordNet scores respectively All the calculated scores effectively give
probability estimates of verb and noun attachments in the given situation A
convex combination of all these scores is used for disambiguation of the attach
ment of a given PP using a back off model similar to Volk [10] The approach
achieves an accuracy of 86 5% on the test data in [7] containing 2998 quadru
plets The algorithm was also tested on two other data sets and achieved an
average accuracy of 86 68% with 100% recall over all three data sets

We further extend the algorithm to handle the problem of multiple PP at
tachment A sentence often contains multiple prepositions, increasing the number
of possible attachment sites and thus complicating the PP attachment problem
further For instance, out of 1223 sentences extracted from Penn Tree Bank,
containing at least one preposition, all had two prepositions and 43% had three
prepositions The problem of multiple PP attachment has not received much
attention in the literature To our knowledge, there is a single reported attempt
by Merlo et al [5] to disambiguate attachment sites in case of multiple PPs
in a sentence They used generalized back off approach, re using the single PP
attachment training information for multiple PP attachment and achieved an
accuracy of 84 3% for first PP, 69 6% for the second and 43 6% for the third PP
on data extracted from Penn Tree Bank

Our extended algorithm when run on the data extracted from Penn Tree
Bank showed the accuracy of 86 5% for the first PP, 71 9% for the second and
58% for the third PP The algorithm was also applied to the test data used
by Merlo et al [5] and resulted in the accuracy of 88 99% for the first PP and
73 4% for the second PP The noun belonging to the last PP in the sentence is
not available in this test data and hence the accuracy of our algorithm for the
third PP could not be calculated The algorithm showed improvement over the
accuracy achieved by Merlo et al for the first two PPs

The rest of the paper is organized as follows Section 2 briefly discusses the
single and multiple PP attachment problem and Section 3 describes the train
ing data Section 4 details the supervised and unsupervised learning Section 5
presents the disambiguation algorithm for single PP attachment and its evalu
ation Section 6 discusses the extension of the single PP algorithm to multiple
PP attachment problem and its evaluation and the conclusions are presented in
Section 7

2 Characterizing the PP-Attachment Problem

We first consider the single PP attachment problem Given a sentence with
a single PP, the sentence is typically reduced to a quadruplet (V, N, P, Ny)
where V' is the head verb, N is the head noun of the of the object of V, P
is a preposition and N; is the head noun of the PP (Ratnaparakhi et al [7];
Pantel and Lin [6]; Volk [10], among others) Thus, the PP attachment problem
simplifies to the binary classification task of attaching the PP (P;,N;) to V
(adverbial attachment) or to N (adjectival attachment)
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In case a sentence contains multiple prepositions, the attachment sites for
all the PPs need to be determined An average English sentence usually con
tains multiple verbs as well as multiple PPs For example, consider the following
sentence from Penn Tree Bank,

ACET will shortly be opening a new office in the east end of London to serve
clients in North and East London
which has three PPs and two verbs The general structure of a sentence having
multiple PPs can be represented by

Vo N, A Ny P, N, V, N, Py Ny

As a result, there is a multi fold increase in the possible attachment sites for the
second and subsequent PPs In particular, for the sentence above, the represen
tation is
Vo No A Ni P» N» V, Ny P3 N

and the possible attachments for the preposition phrases can be listed as
e (P,N1) — Vi, N,
L4 (P21N2) = Vo, Noy My
e (P5,N3) — Vo, Vi, Nay Ny
For instance, the possible attachment sites for the preposition 'of > (P2) in the
sentence above are open, office, end The increase in the number of possible
attachment sites of subsequent PPs complicates the problem Also, the presence
of multiple verbs in the sentence further adds to the existing complexity Note
that the attachment ambiguity of the first PP (P, N1) is the same as that of a
single PP discussed earlier

We assume that the attachment of a PP in a sentence is independent of
the attachment of any other PP that occurs before or after it in the sentence
However, we use a few linguistic rules to rule out certain possible attachment
sites, which are discussed in detail in Section 6

3 Data Description

As mentioned earlier, our approach is a combination of supervised and unsuper
vised methods which uses two annotated and un annotated corpora each
The first annotated corpus® consists of 20,801 tagged quadruplets (V, N,
Py, Ny) from Wall Street Journal(WSJ), extracted from Penn Tree bank by the
group at IBM This corpus has been extensively used in earlier works on PP
attachment (Ratnaparkhi et al [7]; Stetina and Nagao [9]; Zavrel et al [11], among
others) The second annotated corpus consists of 1800 sentences extracted from
texts G and H of British National Corpus (BNC)? and manually tagged by us
The first un annotated corpus consists of 40,000 untagged sentences from WSJ
Our second un annotated corpus consists of around 37 million words extracted
from the texts A, B, C and D of BNC

! ftp://ftp cis upenn edu/pub/adwait /PPattachData
2 http://www natcorp ox ac uk
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For testing the single PP attachment algorithm, we considered three data
sets The first data set (data set I) is from the Penn Tree Bank (WSJ), consisting
of 2998 tagged quadruplets collected by Ratnaparkhi [7] The second data set
(data set II) consists of manually tagged 1209 sentences which we extracted
from Penn Tree Bank using TGrep2 ® For the third data set (data set III), we
consider 4583 quadruplets corresponding to the first PP attachments from the
test data used by Merlo et al [5]* The first test data for multiple PP attachment
algorithm (data set IV) consists of 1223 manually annotated sentences extracted
automatically from the Penn Tree Bank In addition, we also tested the algorithm
on the data (data set III) used by Merlo et al [5]

4  Learning from Training Data

In this section, we introduce the supervised and unsupervised scores based on
supervised and unsupervised learning methods

4.1 Supervised Learning

Initially, a few preprocessing steps such as morphing, converting all words to
lower case, replacing numbers and years by a common token 'NUMBER'’ etc were
carried out on the annotated corpora The frequencies of quadruplets, triplets,
pairs and prepositions for noun and verb attachment were calculated Based on
these frequencies, we compute the following supervised and unsupervised scores
analogous to [2]

DV:f(07V7P1:N1)+f(0;N;P17N1)+f(05V;N;P1)
DN:f(]vV;Pl:Nl)+f(1;N;P17N1)+f(15V;N;P1)

where f stands for frequency of occurrence of the triplet in data, 0 stands for
verb attachment and 1 for noun attachment The supervised verb and noun
scores for triplets are

DV DN
Vsups (V: 1, 1) = DV + DN’ Nowpy (N, 1, N1) = DV + DN (1)

The subscripts N and V in supy and supy in (1) above stand for the exact N
and V present in the quadruplet, indicating the dependence of the scores on IV
or V respectively

Similarly, we compute the scores for the pairs (V, P;), (N, P;) and preposi
tion Py which are denoted by Vsupy n, (V; P1), Nsupy n, (V, P1) and Vi, (P1),
Ngup(P1) respectively

% http://tedlab mit edu/ dr/TGrep2/
* http://www latl unige ch/personal/cathy fhtml
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4.2 Unsupervised Learning

In order to learn from un annotated corpus, we carried out an iterative approach
analogous to Pantel and Lin [6] with modified scores Each sentence of the un
annotated corpus was parsed using Minipar® ignoring the PP attachments The
parsed sentences were used to extract the quadruplets of the form (V, N, P;, Ny)
for every existing PP (P;, N;) Each of the extracted quadruplet was reduced to
two triplets (V, P1, N1) and (N, P;, N1) and an initial value of 0 5 was assigned
to each triplet The value of 0 5 can be interpreted as the initial probability that
the PP (P;, N7) gets a verb or a noun attachment If only one triplet is extracted
from a parsed sentence, a value of 1 is assigned to it Let Vique(V, P1,N1) be
the sum of the initial values assigned to (V, Pi, N1) over the entire corpus and
similarly we compute Nyapue (N, P1,N1) For a specific triplet (V, Py, Ny), we
define proportion as
Vvalue (V7 Pl ’ Nl)

P’I“Op(V, Pl: Nl) Zvi Vvalue (vi’ Pl; Nl) (2)
where v; ranges over all verbs occurring with the PP (P, N7) in the un annotated
corpus Prop(V, P;, N1) is an empirical estimate of the probability that the PP
(P1,Ny) occurs with this specific verb V' These proportions are analogous to
the frequencies defined by Pantel and Lin [6], but unlike them, we retain P; and
N in the computations We believe that N; provides context information and
as pointed out by Collins and Brooks [2], the preposition P; plays a major role
in deciding the attachment

Starting with the initial value in (2), we iteratively modify Prop for V by
modifying Vyaiue to Prop(V, Py, Ni)+) . Prop(V, Pi,n;)+3_,. Prop(v;, P1,N1)
+ Zvi,m Prop(v;, P1,n;) Effectively, this is a back off smoothing to get better
expectations of V,que from the unsupervised corpus Note that the computation
of Viyaiue 1s the Expectation step and estimating probabilities through Prop is the
Maximization step of the EM algorithm By using back off smoothing of V44
in between, we modify the expectations computed in the E step The iterations
are continued till the value of Prop(V, Py, N1) stabilizes The stabilized value
gives a smoothed estimate of the probability mentioned earlier Prop(N, Py, Ny)
is computed on the same lines using Nyqiye

From the Prop values of triplets thus obtained, we calculate the unsupervised
scores for triplets as,

Prop(V, P1, Ny)
Vunsup(va PI;NI) Zvi Prop(vi, Pl; Nl) (3)

Prop(N, Py, N1)

Nunsu N7P 7N =
g 1, M) > on, Prop(ni, P, N1)

(4)

where the sum in the denominator of (3) is over all the verbs which co occur with
(Py,N;) in the training set The unsupervised scores for pairs are calculated on
the same lines and we skip the details here

5 http://www cs nalberta ca/ lindek/minipar htm
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The resulting database at the end of the learning stage consists of triples and
pairs with their corresponding supervised and unsupervised scores

5 Single PP Attachment

We now propose an algorithm for the disambiguation of attachment sites for a
single PP As mentioned earlier, the algorithm combines the information learnt
from supervised and unsupervised learning with that of WordNet

Methods incorporating WordNet in PP attachment algorithm have been pro
posed earlier by Stetina and Nagao [9] for sense disambiguation in constructing a
decision tree for PP attachment disambiguation, and Srinivas and Bhattacharya
[8] to expand the training set size by replacing each word in the training set
by its synonyms As mentioned earlier, our use of WordNet significantly differs
from the above two approaches

For disambiguation, if the given quadruplet (V, N, P;, Ny) is present in the
annotated corpus, it is assigned the attachment given by the annotated corpus
Otherwise the sets of synonyms are extracted from WordNet for each of V', N
and N;, which we denote by Cy, Cxn and Cy, respectively Using the quanti
ties defined in (1) (4) for the two triplets (V, Py, N1) and (N, P;, N1), we define
WordNet scores for V' and N as follows

9(Veupn, (vi,Pr,nli)) ...
Dviecy 2omieln aniecm |Cy %[ |*]Crvy | if i = sup

9(Vunsup(vi,P1,nls)) e s
2 viecy Zmieczv1 |Cy |%|Cny | if i = unsup

()

W‘/’i(va-PlaNl):

9(Nsup,, (i, Pr,nls)) ...
DvieCy 2anieCn aniech |Cy %[ |*]Crvy | if i = sup

Dviecy aniecm g(NM\Ei;p|(*r|Léil\7nll)) if i = unsup

(6)
If any of the triplets is not present in the training corpus, the score is taken to
be zero The function g used in the scores in (5) and (6) is an appropriate weight
function In particular, one can consider binary functions of the type g(Vsup,,) =
1if Vsupn, > Nsup,, and 0 otherwise We consider the convex combinations of
the scores introduced in (1) to (6) above to define the final scores which are used
for the disambiguation and are given by

WNi(Na-Pl:Nl):

FinalVScore;(V,Pi,N1) =a WVi(V,P,,N1) + (1 «a) V;(V,P,N1) (7)
FinalNScore;(N, Py, N1) = a WN;(N,P1,N1)+ (1 ) Ni(N,P,N.) (8)

where « is an appropriately chosen value between 0 and 1 and ¢ is sup or unsup
as the case may be For the pairs (V, P;), (N, P;) and (P, N;) extracted from
the given quadruple (V, N, P, N;), the WordNet scores and the final scores are
calculated on similar lines The details of the score calculations for the pairs are
presented in Appendix
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To summarize, the disambiguation algorithm is as follows Given a quadru
plet, if the preposition is ‘of’, a noun attachment is assigned irrespective of the
verb Next, if the quadruplet exits in the supervised data the tagged attachment
is assigned Else, a back off model is employed using the final supervised scores
first and then unsupervised scores if needed, at each stage of the model Also,
at each stage, if FinalV Score is larger than FinalN Score, verb attachment is
assigned and noun attachment otherwise If no attachment is assigned up to the
pair stage, the algorithm goes to Level B, where the site is assigned based on the
attachment given to the preposition in the annotated corpus If this leads to a
tie, the algorithm goes to Level C, where the default attachment of noun is given
to the PP, since it has been reported that choosing noun as the attachment site
yields an accuracy of 58 96% [6]

The combination of information from corpora and WordNet used in the algo
rithm also takes care of the sparse data We believe that this kind of combination
of information helps in disambiguating the attachment even when there is a nar
row difference in the noun and verb attachment scores In Table 1 below, we
present the number and percentage of quadruplets identified and the accuracy
of the algorithm at each stage of the algorithm for the three test data sets I,
IT and III described in Section 3 To make certain that our test data sets II
and III are not overlapping with the training data set, we did not consider the
supervised quadruplets identified by the algorithm for calculating the precision
for these two data sets Hence, the precision reported for data set II is for 863
sentences and that for data set III is for 2481 sentences The precision increases
by about 2 3% when supervised quadruplets are considered

Table 1. Single PP Attachment : Stage wise Results

Data set I (Ratnaparkhi) II (WSJ) III (Merlo et al)
Size 2998 1209 4583
Stage Identified Accuracy Identified Accuracy Identified Accuracy

(%) (%) (%) (%) (%) (%)

‘of’(noun) 29 45 951 42 34 99 21 3196 99 86
Sup Quad 233 857 28 61 87 57 45 86 89 72
Sup Trip 18 21 842 14 39 79 31 842 83 28
UnSup Trip 233 8141 2 56 61 29 309 64 08
Sup Pair 36 45 8243 5 54 67 16 573 825
Unsup Pair 373 72 32 273 60 60 157 72 22
Default(B, C) 747 651 3 80 3478 268 54 47

Table 2. Single PP Attachment : Overall Results

Data set 1 Data set 11 Data set III
Accuracy Precision Recall Precision Recall Precision Recall
Without Default 86.32% 92% 89.35% 94 66% 90.79% 95 04%
With Default 84 6% 100% 86 44% 100% 8899% 100%
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Table 2 below gives overall precision for the three data sets with and with
out default stage of level B and C As anticipated, the precision increases with
lower recall

The average precision over all three data sets is 86 68 % for 100% recall and
removing the default stages B and C from the algorithm increases the average
precision to 88 82% with 93 9% recall Though the precision for the data set 111
is surprisingly high, the precision for the data set I did not surpass the human
accuracy of 88 2% reported by Ratnaparkhi et al [7]

6 Extension to Multiple PP Attachments

In this section, we discuss the extension of the proposed single PP attachment
algorithm to handle the multiple PP attachment ambiguity We assume that the
decision of the attachment site of one PP in a sentence is independent of the
attachment sites of the other PPs in the same sentence This assumption allows
us to use the single PP training data for multiple PP attachment problem It also
enhances the performance of the algorithm by reducing the possible attachment
sites for the PPs Before discussing the algorithm, we present the rules used for
reducing possible attachment sites of PPs

We first resolve the ambiguity among multiple verbs by using clause boundary
information, since a preposition can attach only to elements within a clause The
clause boundary information is extracted from the phrase structure tree given by
Collins parser The accuracy of clause boundary identification of Collins parser is
reported to be 85% ([3]) Given a test sentence, we identify the clause in which
a preposition falls and rule out the other verbs as possible attachment sites,
reducing the possibility of multiple verbs as attachment sites For instance, the
clause boundaries for the example sentence of Section 2 are

ACET [will shortly be opening a new office in the east end of London [to
serve clients in North and East London]]
The second PP ’in North and East London’ falls in the clause headed by the
verb ’serve’, which rules out the verb ’open’ as a possible attachment site

The preposition may still have a verb and multiple nouns as its attachment
sites within the same clause Though we assume independence of PP attach
ments, we make use of linguistic knowledge to rule out certain attachment sites
We apply a rule which does not allow edges corresponding to the attachments
to cross For instance, in a structure of the type

Vo No Pr N1 P Ns

if (P, N1) attaches to V,, then (P2, N3) cannot attach to N, In the above ex
ample, if the PP (Py, Ny) ’in the east end attaches to ’open’, then the PP ’of
London’ can not attach to ’office’” Though the above rule further reduces the pos
sible attachment sites, the ambiguity in the attachment sites of the preposition
still persists
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As a first step towards using the single PP algorithm, we construct all possible
quadruplets using the verb and available nouns with this PP For instance, if the
possible attachment sites of (P, No2) are V,, N, and Ny, then the quadruplets
constructed are (Vy,, Ny, Py, Na), (V,, N1, Py, No)

Given any multiple PP sentence, the attachment site of the first preposi
tion is decided based on the algorithm described in Section 5 For each of the
subsequent PPs, we first run the single PP attachment algorithm for all the con
structed quadruplets If all the quadruplets give verb as its attachment, adverbial
attachment is assigned for the PP If the attachments given by quadruplets are
contradictory, we compute AScore for each of the quadruplet, defined as

/\SCOT@(V,N,Pl,Nl):ﬂEl-F(]. ﬂ) E2

where § is an appropriately selected normalizing constant between 0 and 1, E;
is FinalV Score; for the quadruplet (V, N, P, N1) and Es is Final N Score; for
the quadruplet (V, N, Py, N1) defined in (7) and (8), where ¢ is sup or unsup,
as the case may be We pick the quadruplet with highest AScore and the PP
attachment given by this quadruplet is assigned to the PP

The above approach was tested using data set IV (Section 3) of 1223 sentences
from WSJ, extracted from Penn Tree Bank All sentences have at least two PPs
and 43% of them have three PPs As mentioned in Section 3, we considered
data set ITI [5] of tuples extracted from 4583 sentences consisting of two or three
PPs The noun belonging to the last PP in the sentence is not available in this
test data Hence only those tuples with two or more PPs could be used to test
the accuracy of the attachment of first PP Similarly, to test for accuracy of the
attachment of the second PP, we had to use tuples from the sentences with three
PPs Since all the tuples had a maximum of three PPs only, the accuracy of our
algorithm for the attachment of the third PP could not be calculated for data
set III Table 3 presents the performance of our algorithm on data sets IV and
IIT Note that analogous to the single PP case, the recall including the default

Table 3. Multiple PP Attachment Results

Data set IV (WSJ) III (Merlo et al)
PP, PP, PP; PP PP, PP;
Total no of PPs 1223 1223 523 2581 430
Correct 1058 880 303 2208 316
Precision 86.5% 71.9% 58% 88.99% 73.4%

is 100% here The accuracy of PP; is similar to the accuracy reported for the
single PP attachment (Tables 1 and 2) For the first and the second PP of the
test data III, the algorithm achieved 88 99% and 73 4% accuracy respectively
The corresponding accuracies using the algorithm by Merlo et al [5] are 84 3%
and 69 6% respectively The reported accuracy for the third PP is 43 6% and
we believe that with the availability of the noun in the third PP, our algorithm
would have achieved higher accuracy
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7 Conclusions

In this work, we have looked at the problems of both single PP attachment
as well as multiple PP attachment We combine both supervised and unsu
pervised methods along with the WordNet information in our algorithm Our
use of WordNet information significantly differs from the earlier approaches us
ing WordNet The training data from annotated corpora contains quadruplets
with PP attachment information, whereas in case of unsupervised training,
the data counsists of co occurrence information about the PP and its attach
ment sites The training data sets have been extracted from WSJ as well as
BNC Two existing test data sets ([7], [5]) and a third data set extracted from
WSJ were used for evaluating the accuracy of the algorithm The precision of
86 32% with a recall of 92% was achieved on Ratnaparkhi’s dataset [7] con
sisting of 2998 quadruplets We achieved the average precision of 86 68% with
100% recall and the average of precision of 88 82% with 93 9% recall on the
three data sets

Multiple PP attachment problem was reduced to a problem of stepwise at
tachment of PPs from left to right within a clause As a result, the single PP
attachment algorithm can be extended to disambiguate each PP attachment
site Based on the attachment decisions for the earlier PPs, certain later PP
attachments are ruled out because of non crossing of attachments On the test
data consisting of 1223 sentences extracted from WSJ the algorithm achieved
the precision of 86 5% for the first PP and 71 9% and 58% respectively for sub
sequent PPs with 100% recall The algorithm was also tested on the data set
used in [5] and showed improvement over the accuracy by the earlier algorithm
Annotated corpus plays an important role in reaching these levels of accuracy
and a larger annotated corpus would help in improving this accuracy

In conclusion, the algorithm shows significant improvement over earlier ap
proaches to single and multiple PP attachment problem Using thesaurus in
place of WordNet is likely to improve the performance further since a the
saurus typically gives larger number of synonyms and does not provide sub
division of senses as fine as WordNet This possibility is currently being
investigated

While considering second and subsequent PPs in a multiple PP sentence, the
quadruplets that are formed do not have information that the noun at a possible
attachment site may or may not be an object of the verb For example, consider
the sentence He put the book on flowers on table The PP ’on flowers’ attaches to
the noun ’book’ where as “on the table’ attaches to the verb 'put’ With the verb
like "put’, both prepositions 'on’ are highly likely to be attached to "put’ because
of the mandatory requirement of the verb frame Thus the availability of verb
frame information will make the task of PP attachment easier Incorporation of
such syntactic information would require a change in the algorithm and may be
attempted in the future In the presence of coordinate structure of two nouns
or nous or verbs, our algorithm uses only the last element (noun or verb) in
the coordinated structure Handling of coordinate structure will also be pursued
in future
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Appendix . WordNet Scores for Pairs

The initial scores for verb and noun based on annotated corpus are Vj

UPN Ny

(V,P1), Nsup, ~ (N, P1) and those using un annotated corpus are Vypsup(V, P1)
and Nypsup(N, P1) WordNet scores for pairs are calculated analogous to those
in (5) and (6), given by

g(VS"P'ni nl; (vi, 1))

WV(V P ) _ Z’U{GCV ZniECN aniech) ‘CV‘*‘CNl‘*‘CNl 1f1 = sup
G it ) 9(Vun sup (vi,P1)) iF1—
v ECy ICv| if i = unsup
I(Nsupy, n1, (RisP1)) .,
WN;(N,P) = 2ivicey Linsecy LonlicCn,  [Calricnxley| 1= SUD
l( ) 1) — N P
ncen i) it = unsu
ni;€Cn |Cn] P

Similar to final triplet scores in (7) and (8), the final pair scores are

FinalVScore;(V,P) =a WVy(V,P) + (1 «) Vi(V, P)
FinalNScore;(N,P,) =a WN;(N,P1)+ (1 «a) Ni(N, P)
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Abstract. This paper presents our recent work on period disambigua-
tion, the kernel problem in sentence boundary identification, with the
maximum entropy (Maxent) model. A number of experiments are con-
ducted on PTB-II WSJ corpus for the investigation of how context
window, feature space and lexical information such as abbreviated and
sentence-initial words affect the learning performance. Such lexical in-
formation can be automatically acquired from a training corpus by a
learner. Our experimental results show that extending the feature space
to integrate these two kinds of lexical information can eliminate 93.52%
of the remaining errors from the baseline Maxent model, achieving an
F-score of 99.8227%.

1 Introduction

Sentence identification is an important issue in practical natural language pro-
cessing. It looks simple at first glance since there are a very small number of
punctuations, namely, period (“.”), question mark (“?”), and exclamation (“!”),
to mark sentence ends in written texts. However, not all of them are consistently
used as sentence ends. In particular, the use of the dot “.” is highly ambiguous
in English texts. It can be a full stop, a decimal point, or a dot in an abbreviated
word, a numbering item, an email address or a ULR. It may be used for other
purposes too. Below are a number of examples from PTB-II WSJ Corpus to

illustrate its ambiguities.

(1) Pierre Vinken, 61 years old, will join the board as a nonexecutive
director Nov. 29.

(2) The spinoff also will compete with International Business Machines
Corp. and Japan’s Big Three -- Hitachi Ltd., NEC Corp. and Fujitsu
Ltd.

(3) The government’s construction spending figures contrast with a report
issued earlier in the week by McGraw-Hill Inc.’s F.W. Dodge Group.

Frequently, an abbreviation dot coincides with a full stop, as exemplified by
“Ltd.” in (2) above. A number followed by a dot can be a numbering item, or
simply a normal number at sentence end.

In contrast to “.”, “!” and “?” are rarely ambiguous. They are seldom used
for other purposes than exclamation and question marks. Thus, the focus of

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 223-232, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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sentence identification is on period disambiguation to resolve the ambiguity of
“.”: Whenever a dot shows up in a text token, we need to determine whether or
not it is a true period. It is a yes-no classification problem that is suitable for
various kinds of machine learning technology to tackle.

Several approaches were developed for sentence splitting. These approaches
can be categorized into three classes: (1) rule-based models consisting of man-
ually constructed rules (e.g., in the form of regular expression), supplemented
with abbreviation lists, proper names and other relevant lexical resources, as
illustrated in [1]; (2) machine learning algorithms, e.g., decision tree classifiers
[11], maximum entropy (Maxent) modelling [10] and neural networks [8], among
many others; and (3) syntactic methods that utilize syntactic information, e.g.,
[6] is based on a POS tagger. The machine learning approaches are popular, for
period disambiguation is a typical classification problem for machine learning,
and the training data is easily available.

Our research reported in this paper explores how context length and feature
space affects the performance of the Maxent model for period disambiguation.
The technical details involved in this research are introduced in Section 2, with a
focus on feature selection and training algorithm. Section 3 presents experiments
to show the effectiveness of context length and feature selection on learning
performance. Section 4 concludes the paper with our findings: putting frequent
abbreviated words or sentence-initial words into the feature space significantly
enhances the learning performance, and using a three-word window context gives
better performance than others in terms of the F-score. The best combination of
the two kinds of lexical information achieves an F-score of 99.8227%, eliminating
93.5% remaining errors from the baseline Maxent model.

2 Feature Selection

The problem of period disambiguation can be formulated as a statistical classi-
fication problem. Our research is aimed at exploring the effectiveness of Maxent
model [2,12] tackling this problem when trained with various context length and
feature sets.

Maxent model is intended to achieve the most unbiased probabilistic distri-
bution on the data set for training. It is also a nice framework for integrating
heterogeneous information into a model for classification purpose. It has been
popular in NLP community for various language processing tasks since Berger
et al. [2] and Della Pietra et al. [3] presenting its theoretical basis and basic
training techniques. Ratnaparkhi [9] applied it to tackle several NL ambiguity
problems, including sentence boundary detection. Wallach [14] and Malouf [4]
compared the effectiveness of several training algorithms for Maxent model.

There are a number of full-fledged implementations of Maxent models avail-
able from the Web. Using the OpenNLP MAXENT package from http://
maxent.sourceforge.net/, acknowledged here with gratitude, we are released
from the technical details of its implementation and can concentrate on exam-
ining the effectiveness of context length and feature space on period disam-
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biguation. Basically, our exploration is carried out along the following working
procedure: (1) prepare a set of training data in terms of the feature space we
choose; (2) train the Maxent model, and test its performance with a set of testing
data; (3) examine the errors in the test outcomes and adjust the feature space
for the next round of training and testing towards possible improvement.

2.1 Context and Features

To identify sentence boundaries, a machine learner needs to learn from the train-
ing data the knowledge whether or not a dot is a period in a given context .
Classification decision is based on the available contextual information. A con-
text is the few tokens next to the target. By “target” we refer to the “.” to
be determined whether or not it is a period, and by “target word” (or “dotted
word”) we refer to the token that carries the dot in question. The dot divides
the target word into prefix and suffix, both of which can be empty. Each dot has
a true or false answer for whether it is a true period in a particular context, as
illustrated by the following general format.

[ preceding-words prefix. suffix following-words | — Answer: true/false . (1)

Contextual information comes from all context words surrounding the target
dot, including its prefix and suffix. However, instead of feeding the above con-
textual items to a machine learner as a number of strings for training and
testing, extracting special and specific features from them for the training is
expected to achieve more effective results. To achieve a learning model as unbi-
ased as possible, we try to extract as many features as possible from the con-
text words, and let the training algorithm to determine their significance. The
main cost of using a large feature set is the increase of training time. However,
this may be paid off by giving the learner a better chance to achieve a better
model.

Table 1. Features for a context word

Feature Description Example
IsCap Starting with a capital letter On
IsRpunct Ending with a punctuation Calgary,
IsLpunct Starting with a punctuation ‘‘We
IsRdot Ending with a dot billions.
IsRcomma Ending with a comma Moreover,
IsEword An English word street
IsDigit An numeric item 25%, 36

IsAl1Cap Consisting of only capital letters (& dots) WASHINGTON

The feature set for a normal context word that we have developed through sev-
eral rounds of experiments along the above working procedure are presented in
Table 1. Basically, we extract from a word all features that we can observe from its
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Table 2. Features for a target word

Feature Description Example
IsHiphenated Containing a dash non-U.S.
IsAllCap Consisting of only capital letters (& dots) D.C.
IsMultiDot Containing more than one dot N.Y.,
prefixIsNull A null prefix .270
prefixIsRdigit Ending with a digit 45.6
prefixIsRpunct Ending with a punctuation 0.2%.
prefixIsEword An English word slightly.
prefixIsCap Starting with a capital letter Co.
suffixIsNull A null suffix Mr.
suffixIsLdigit Starting with a digit 78.99
suffixIsLpunct Starting with a punctuation Co.’s
suffixIsRword Ending with a word Calif.-based
suffixIsCap Starting with a capital letter B.A.T

text form. For feature extraction, this set is applied equally, in a principled way, to
all context words. The feature set for both parts of a target word is highly similar
to that for a context word, except for a few specific to prefix and /or suffix, as given
in Table 2, of 13 features in total. The data entry for a given dot, for either training
or testing, consists of all such features from its target word and each of its context
words. Given a context window of three tokens, among which one is target word,
there are 2x8+13=29 features, plus an answer, in each data entry for training.

After feature extraction, each data entry originally in the form of (1) is turned
into a more general form for machine learning, as shown in (2) below, consisting
of a feature value vector and an answer.

filfi=vi, fa=va, fs=v3, -, fa=vn] — a: true/false . (2)

Accordingly, the Maxent model used in our experiments has the following
distribution in the exponential form:

plalf) = 5 pyexp( M) 6

where \; is a parameter to be estimated for each i through training, the fea-
ture function 6;(f;,a) = v; for the feature f; in a data entry f — a, and the
normalization factor

Z(f) =D _exp(y_Nib(fira)) - 4)

2.2 Abbreviation List and Sentence-Initial Words

In addition to the above features, other types of contextual information can
be helpful too. For example, abbreviated words like “Dr.”, “Mr.” and “Prof.”
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may give a strong indication that the dot they carry is very unlikely to be a
period. They may play the role of counter-examples. Another kind of useful
lexical resource is sentence-initial words, e.g., “The”, “That” and “But”, which
give a strong indication that a preceding dot is very likely to be a true period.

In order to integrate these two kinds of lexical resource into the Maxent
model, we introduce two multi-valued features, namely, isAbbr and isSentInit,
for the target word and its following word, respectively. They are both multi-
valued feature function. A list of abbreviated words and a list of sentence-initial
words can be easily compiled from a training corpus. Theoretically, the larger
the lists are, the better the learning performance could be. Our experiments, to
be reported in the next section, show, however, that this is not true, although
using the most frequent words in the two lists up to a certain number does lead
to a significant improvement.

3 Experiments and Results

3.1 Corpus

The corpus used for our experiments is the PTB-II WSJ corpus, a refined version
of PTB [5]. It is particularly suitable for our research purpose. In contrast to
BNC and Brown corpus, the WSJ corpus indeed contains many more dots used
in different ways for various purposes. Sentence ends are clearly marked in its
POS tagged version, although a few mistakes need manual correction. Among
53K sentences from the corpus, 49K end with “.”. This set of data is divided
into two for training and testing by the ratio of 2:1. The baseline performance
by brute-force guess of any dot as a period is 65.02% over the entire set of data.

3.2 Baseline Learning Performance

Our first experiment is to train a Maxent model on the training set with a
three-word context window in terms of the features in Tables 1 and 2 above.
The performance on the open test is presented in Table 3. It is the baseline
performance of the Maxent model.

Table 3. Baseline learning performance of Maxent model

Precision (%) Recall (%) F-score (%)
97.55 96.97 97.26

3.3 Effectiveness of Context Window

To examine how context words affect the learning performance, we carry out a
number of experiments with context windows of various size. The experimental
results are presented in Fig. 1, where x stands for the position of target word and
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1 for a context word in use. For example, 01x10 represents a context window con-
sisting of a target word, its preceding and following words. Each such window is
itself a context type.

We can observe from the results that (1) the features extracted from the
target word itself already lead the Maxent model to an F-score beyond 92%,
(2) the context words preceding the target word are less effective, in general,
than those following the target, and (3) combining context words on both sides
outperforms those on only one side. The best three context types and the cor-
respondent performance are presented in Table 4. Since they are more effective
than others, the experiments to test the effectiveness of abbreviated words and
sentence-initial words are based on them.

Table 4. Outperforming context types and their performance

Context Type  01x10 11x10 11x11
F-score (%) 97.2623 97.6949 97.6909

3.4 Effectiveness of Abbreviated Words

Information about whether a target word is an abbreviation plays a critical role in
determining whether a dot is truly a period. To examine the significance of such
information, an abbreviation list is acquired from the training data by dotted word
collection, and sorted in terms of the difference of each item’s occurrences in the
middle and at the end of a sentence. It is assumed that the greater this difference is,
the more significant a dotted word would be as a counter-example. In total, 469
such words are acquired, among which many are not really abbreviated words.
A series of experiments are then conducted by adding the next 50 most frequent
dotted words to the abbreviation list for model training each time. To utilize such
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Table 5. Effectiveness of abbreviation list

Context Type 01x10 11x10 11x11

F-score (%) 99.6908 99.6908 99.6815
Increase +2.4285 +1.9959 +1.9906

lexical resource, a multi-valued feature isAbbr is introduced to the feature set to
indicate whether a target word is in the abbreviation list and what it is. That is,
all words in the list actually play a role equivalent to individual bi-valued features,
under the umbrella of this new feature.

The outcomes from the experiments are presented in Fig. 2, showing that
performance enhancement reaches rapidly to the top around 150. The perfor-
mance of the three best context types at this point is given in Table 5, indi-
cating that an abbreviation list of 150 words leads to an enhancement of 1.99—
2.43 percentage points, in comparison to Table 4. This enhancement is very
significant at this performance level. Beyond this point, the performance goes
down slightly.

3.5 Effectiveness of Sentence-Initial Words

In a similar way, we carry out a series of experiments to test the effectiveness
of sentence-initial words. In total, 4190 such words (word types) are collected
from the beginning of all sentences in the training corpus. Every time the next
200 most frequent words are added to the sentence-initial word list for training,
with the aid of another multi-valued feature isSentInit for the context word
immediately following the target word.

Experimental outcomes are presented in Fig. 3, showing that the performance
maintains roughly at the same level when the list grows. Until the very end,
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Table 6. Performance enhancement by sentence-initial words

Context Type 01x10 11x10 11x11

List size 1200 1000 1200
F-score (%) 98.4307 98.4868 98.5463
Increase +1.1784 +0.7919 +0.8554

when those most infrequent (or untypical) sentence-initial words are added, the
performance drops rapidly. The numbers of sentence-initial words leading to the
best performance with various context types are presented in Table 6. This list
of words lead to a significant performance enhancement of 0.79-1.18 percentage
points, in comparison to Table 4.

3.6 Combination of Two Lists

Through the experiments reported above we find the optimal size of abbreviation
list and sentence-initial words, both in the order of their frequency ranks, in
each context type of our interests. The straightforward combination of these two
lists in terms of these optimal sizes leads to almost no difference from using
abbreviation list only, as presented in Table 7.

Table 7. Performance from simple combination of the two lists

Context Type 01x10 11x10 11x11
Sentence-initial words 1200 1000 1200
Abbreviation list 150 150 150

F-score (%) 99.7064 99.7156 99.6912
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Table 8. Performance from various size combination of the two lists

Sentence-initial Abbreviation F-score
words list 01x10 11x10 11x11
100 200 99.7646% 99.7738% 99.7707%
100 400 99.7125% 99.7033% 99.7002%
100 600 99.7033% 99.6971% 99.6971%
100 800 99.6788% 99.6941% 99.69119%
100 1000 99.6696% 99.6818% 99.6696%
100 1200 99.6635% 99.6574% 99.6544%
150 200 99.8013% 99.7890% 99.7921%
150 400 99.7431% 99.7339% 99.7369%
150 600 99.7431% 99.7370% 99.7370%
150 800 99.7401% 99.7309% 99.7278%
150 1000 99.7156% 99.7156% 99.7064%
150 1200 99.7064% 99.7034% 99.6912%
200 200 99.8227% 99.7890% 99.7921%
200 400 99.7584% 99.7461% 99.7339%
200 600 99.7523% 99.7431% 99.7339%
200 800 99.7462% 99.7370% 99.7340%
200 1000 99.7309% 99.7125% 99.7064%
200 1200 99.7095% 99.6973% 99.6911%

To explore the optimal combination of the two lists, a series of experi-
ments are carried out near each list’s optimal size. The results are presented in
Table 8, showing that the best combination is around 200 words from each list
and any deviation from this point would lead to observable performance declina-
tion. The best performance at this optimal point is 99.8227% F-score, achieved
with the 01x10 context type, which is significantly better than the best perfor-
mance using any single list of the two.

Comparing to the baseline performance of the Maxent model in Table 4,
we can see that this improvement increases only 99.8227 - 97.2623 = 2.5604
percentage points. Notice, however, that it is achieved near the ceiling level. Its
particular significance lies in the fact that 99i%%ﬁ$7?27622323 = 93.52% remaining
errors from the baseline model are further eliminated by this combination of the
two lists, both of which are of a relatively small size.

4 Conclusions

We have presented in the above sections our recent investigation into how con-
text window, feature space and simple lexical resources like abbreviation list and
sentence-initial words affect the performance of the Maxent model on period dis-
ambiguation, the kernel problem in sentence identification. Our experiments on
PTB-II WSJ corpus suggest the following findings: (1) the target word itself pro-
vides most useful information for identifying whether or not the dot it carries is a
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true period, achieving an F-score beyond 92%; (2) unsurprisingly, the most useful
context words are the two words next to the target word, and the context words to
its right is more informative in general than those to its left; and (3) extending the
feature space to utilize lexical information from the most frequent 200 abbreviated
words and sentence-initial words, all of which can be straightforwardly collected
from the training corpus, can eliminate 93.52% remaining errors from the baseline
model in the open test, achieving an F-score of 99.8227%.
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Abstract. This paper presents a method for acquiring synonyms from
monolingual comparable text (MCT). MCT denotes a set of monolin-
gual texts whose contents are similar and can be obtained automatically.
Our acquisition method takes advantage of a characteristic of MCT that
included words and their relations are confined. Our method uses con-
textual information of surrounding one word on each side of the target
words. To improve acquisition precision, prevention of outside appear-
ance is used. This method has advantages in that it requires only part-of-
speech information and it can acquire infrequent synonyms. We evaluated
our method with two kinds of news article data: sentence-aligned par-
allel texts and document-aligned comparable texts. When applying the
former data, our method acquires synonym pairs with 70.0% precision.
Re-evaluation of incorrect word pairs with source texts indicates that
the method captures the appropriate parts of source texts with 89.5%
precision. When applying the latter data, acquisition precision reaches
76.0% in English and 76.3% in Japanese.

1 Introduction

There is a great number of synonyms, which denote a set of words sharing the
same meaning, in any natural language. This variety among synonyms causes
difficulty in natural language processing applications, such as information re-
trieval and automatic summarization, because it reduces the coverage of lexical
knowledge. Although many manually constructed synonym resources, such as
WordNet [4] and Roget’s Thesaurus [12], are available, it is widely recognized
that these knowledge resources provide only a small coverage of technical terms
and cannot keep up with newly coined words.

We propose a method to acquire synonyms from monolingual comparable
text (MCT). MCT denotes sets of different texts! that share similar contents.
MCT are appropriate for synonym acquisition because they share not only many

! In this paper, “text” can denote various text chunks, such as documents, articles,
and sentences.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 233-244, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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synonymous words but also the relations between the words in a each text.
Automatic MCT construction can be performed in practice through state-of-
the-art clustering techniques [2]. News articles are especially favorable for text
clustering since they have both titles and date of publication.

Synonym acquisition is based on a distributional hypothesis that words with
similar meanings tend to appear in similar contexts [5]. In this work, we adopt
loose contextual information that considers only the surrounding one word from
each side of the target words. This narrow condition enables extraction from
source texts? that have different structures. In addition, we use another con-
straint, prevention of outside appearance, which reduces improper extraction by
looking over outside places of other texts. This constraint eliminates many non-
synonyms having the same surrounding words by chance. Since our method does
not cut off acquired synonyms by frequency, synonyms that appear only once
can be captured.

In this paper, we describe related work in Sect. 2. Then, we present our acqui-
sition method in Sect. 3 and describe its evaluation in Sect. 4. In the experiment,
we provide a detailed analysis of our method using monolingual parallel texts.
Following that, we explain an experiment on automatically constructed MCT
data of news articles, and conclude in Sect. 5

2 Related Work

Word Clustering from Non-comparable Text

There have been many studies on computing similarities between words based
on their distributional similarity [6,11,7]. The basic idea of the technique is that
words sharing a similar characteristic with other entities form a single cluster
[9,7]. A characteristic can be determined from relations with other entities, such
as document frequency, co-occurrence with other words, and adjectives depend-
ing on target nouns.

However, this approach has shortcomings in obtaining synonyms. First, words
clustered by this approach involve not only synonyms but also many near-
synonyms, hypernyms, and antonyms. It is difficult to distinguish synonyms
from other related words [8]. Second, words to be clustered need to have high
frequencies to determine similarity, therefore, words appearing only a few times
are outside the scope of this approach. These shortcomings are greatly reduced
with synonym acquisition from MCT owing to its characteristics.

Lexical Paraphrase Extraction from MCT

Here, we draw comparisons with works sharing the same conditions for acquiring
synonyms (lexical paraphrases) from MCT. Barzilay et al. [1] shared the same
conditions in that their extraction relies on local context. The difference is that

2 We call texts that yield synonyms as “source texts.”
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their method introduces a refinement of contextual conditions for additional
improvement, while our method introduces two non-contextual conditions.

Pang et al. [10] built word lattices from MCT, where different word paths
that share the same start nodes and end nodes represent paraphrases. Lattices
are formed by top-down merging based on structural information. Their method
has a remarkable advantage in that synonyms do not need to be surrounded
with the same words. On the other hand, their method is not applicable to
structurally different MCTs.

Shimohata et al. [13] extracted lexical paraphrases based on the substitution
operation of edit operations. Text pairs having more than three edit distances
are excluded from extraction. Therefore, their method considers sentential word
ordering. Our findings, however, suggest that local contextual information is
reliable enough for extracting synonyms.

3 Synonym Acquisition

Synonym extraction relies on word pairs that satisfy the following three con-
straints: (1) agreement of context words; (2) prevention of outside appearance;
and (3) POS agreement. Details of these constraints are described in the follow-
ing sections. Then, we describe refinement of the extracted noun synonyms in

Sect. 3.4.

3.1 Agreement of Context Words

Synonyms in MCTs are considered to have the same context since they generally
share the same role. Therefore, agreement of surrounding context is a key feature
for synonym extraction. We define contextual information as surrounding one
word on each side of the target words. This minimum contextual constraint
permits extraction from MCT having different sentence structures.

Figure 1 shows two texts that have different structures. From this text
pair, we can obtain the following two word pairs WP-1 and WP-2 with con-
text words (synonym parts are written in bold). These two word pairs placed
in different parts would be missed if we used a broader range for contextual
information.

Fig. 1. Extracting Synonyms with Context Words
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WP-1 “the severely wounded” < “the seriously wounded”
WP-2 “armored personnel carrier” < “armored troop carrier”

Words are dealt with based on their appearance, namely, by preserving their
capitalization and inflection. Special symbols representing “Start-of-Sentence”
and “End-of-Sentence” are attached to sentences. Any contextual words are ac-
cepted, but cases in which the surrounding words are both punctuation marks
and parentheses/brackets are disregarded.

3.2 Prevention of Outside Appearance

Prevention of outside appearance is a constraint based on characteristics of MCT.
It filters incorrect word pairs by looking into outside of synonym words and
context words in the other text (we call this outside region the “outside part.”).
This constraint is based on the assumption that an identical context word —
either a noun, verb, adjective, or adverb — appears only once in a text. Actually,
our investigation of English texts in the Multiple-Translation Chinese Corpus
data (MTCC data described in Sect. 4.1) proves that 95.2% of either nouns,
verbs, adjectives, or adverbs follow this assumption.

This constraint eliminates word pairs that have a word satisfying the follow-
ing two constraints.

C1 The word appears in the outside part of the other text.
C2 The word does not appear in the synonym part of the other text.

The constraint C1 means that the word in the outside part of the other text
is considered as a correspondent word, and a captured word is unlikely to be
corresponding. In other words, appearance of the word itself is more reliable
than local context coincidence. The constraint C2 means that if the word is
included in the synonym part of the other text, this word pair is considered to
capture a corresponding word independent of the outside part.

Figure 2 illustrates an example of outside appearance. From S1 and S2, the
word pair “Monetary Union” and “Finance Minister Engoran” can be extracted.
However, the word “Monetary” in S1 does appear in the synonym part of S2 but
does appear in another part of S2. This word pair is eliminated due to outside
appearance. However, if the word appears in the synonym part of S2, it remains
independent of the outside part.

This constraint is a strong filtering tool for reducing incorrect extraction, al-
though it inevitably involves elimination of appropriate word pairs. When apply-
ing this constraint to the MTCC data (described in Sect. 4.1), this filtering reduces
acquired noun pairs from 9,668 to 2,942 (reduced to 30.4% of non-filtered pairs).

3.3 POS Agreement

Word pairs to be extracted should have the same POS. This is a natural con-
straint since synonyms described in ordinary dictionaries share the same POS.
In addition, we focus our target synonym on content words such as nouns, verbs,
adjectives, and adverbs. A definition of each POS is given below.
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S1
... the member countries of Economic Western Africa ...
L
S2 Word Pair / Outside Appearance

1.4
Economy |Finance Minister Engoran Cote d’Ivoire v

said that the member of countries of the West Afcican Economic and Monetary Union

Fig. 2. Text Pair Having Outside Appearance

Nouns Consist of a noun sequence. Length of sequences is not limited.
Verbs Consist of one verb.
Adjectives Consist of one adjective.
Adverbs Consist of one adverb.

The word pair WP-1 satisfies the constraint for adverbs, and WP-2 satisfies
that for nouns. The MCT in Fig. 1 can produce the word pair “the severely
wounded man” and “the seriously wounded man.” This word pair is elimi-
nated because the synonym part consists of an adverb and an adjective and does
not satisfy the constraint.

3.4 Refinement of Noun Synonym Pairs

Acquired noun pairs require two refinement processes, incorporating context
words and eliminating synonyms that are subsets of others, since nouns are
allowed to contain more than one word.

After the extraction process, we can obtain noun pairs with their surrounding
context words. If these context words are considered to be a part of compound
nouns, they are incorporated into the synonym part. A context word attached to
the front of the synonym part is incorporated if it is either a noun or an adjective.
One attached to the back of the synonym part is incorporated if it is a noun.
Thus, when the noun pair “air strike operation” = “air attack operation” is
extracted, both context words remain since they are nouns.

Next, a noun pair included in another noun pair is deleted since the shorter
noun pair is considered a part of the longer noun pair. If the following noun pairs
Noun-1 and Noun-2 are extracted®, Noun-1 is deleted by this process.

Noun-1 “British High” < “British Supreme”
Noun-2 “British High Court” < “British Supreme Court”

3 All words in these expressions belong to “proper noun, singular” (represented as
NNP in the Penn Treebank manner).
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4 Experiment

We used two types of MCT data: sentence-aligned parallel texts (MTCC) and
document-aligned comparable texts (Google News). Both data are based on news
articles, and their volumes are relatively small. The former data are used for
detailed analysis and the latter data are employed to show practical performance.
The Google News data consists of both English and Japanese versions. Table 1
shows the statistics of the experimental data, with the major difference between
MTCC and Google News data being ”Words per Text.” The text length of
Google News data is much longer than MTCC data since texts in Google News
data denote a whole article whereas those in MTCC data denote a sentence.

These two English data and the one Japanese data originally contained plain
text data. We applied the Charniak parser [3] to the English data and Chasen*
to the Japanese data to obtain POS information. It should be noted that we do
not use any information except that of POS from parsed results.

Table 1. Statistics of Three Experimental Data

MTCC Google News (E) Google News (J)

Text Clusters 993 61 88

Texts 10,655 394 417

Words 302,474 176,482 127,482

Texts per Cluster (Mean) 10.7 6.5 4.7
Words per Text (Mean) 28.4 447.9 305.7
(Variance) 364.5 64591.3 55495.7

MTCC: Multiple-reference Data from LDC

4.1 Multiple-Translation Chinese Corpus

The Linguistic Data Consortium (LDC) releases several multiple-translation cor-
pora to support the development of automatic means for evaluating translation
quality. The Multiple-Translation Chinese Corpus® (MTCC) is one of those, and
it contains 105 news stories and 993 sentences selected from three sources of
journalistic Mandarin Chinese text. Each Chinese sentence was independently
translated into 11 English sentences by translation teams. We applied the Char-
niak parser to these 10,923 translations and obtained 10,655 parsed results. This
data comprises high-quality comparable texts, namely parallel texts.

We applied our method to the data and obtained 2,952 noun pairs, 887 verb
pairs, 311 adjective pairs, and 92 adverb pairs. Samples of acquired synonyms
are shown in Appendix A. Roughly speaking, the number of acquired word pairs
for each POS is proportional to the frequency of occurrence for that POS in the
MTCC data.

* http://chasen.naist.jp/hiki/ChaSen/
5 Linguistic Data Consortium (LDC) Catalog Number LDC2002T01.
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Extracted word pairs were manually evaluated by two methods: evaluation
with source texts and without source texts. First, an evaluator judged whether
extracted word pairs were synonyms or not without source texts. If two words
could be considered synonyms in many cases, they were marked “yes,” otherwise
“no.” The criterion for judgment conformed to that of ordinary dictionaries, i.e.,
the evaluator judges whether given a word pair would be described as a synonym
by an ordinary dictionary. Therefore, word pairs heavily influenced by the source
texts are judged as “no,” since these word pairs are not synonymous in general
situations. Morphological difference (e.g. singular/plural in nouns) is not taken
into consideration.

Next, word pairs evaluated as non-synonyms were re-evaluated with their
source texts. This evaluation is commonly used in paraphrase evaluation [1,10].
When word pairs could be considered to have the same meaning for the given
sentence pair, the evaluator marked “yes,” otherwise “no.” This evaluation clar-
ifies the ratio of the these two causes of incorrect acquisition.

1. The method captures proper places in sentences from source texts, but the
semantic difference between words in this place pair exceeds the range of
synonyms.

2. The method captures improper places in sentences from source texts that
have the same local context by chance.

An example of evaluation with source texts and without source texts is shown
in Fig. 3. Samples of this evaluation are also shown in Appendix A.

The precision, the ratio of “yes” to the total, on MTCC data by each POS is
shown in Fig. 4, where the All POS precision with source texts reaches 89.5%.
This result suggests that our method could capture proper places of MCT pairs
with this level of precision. However, this precision falls to 70.0% without source
texts that represents synonym acquisition precision. This is because some of the
extracted word pairs have a hypernymous relationship or have great influence
on context in source texts.

Acquired word pairs include those occurring only once since our method does
not cut off according to word frequency. The amount of those occurring only once
accounts for 88.8% of the total. This feature is advantageous for acquiring proper
nouns; acquired word pairs including proper nouns account for 63.9% of the total
noun pairs.

Word pair judged as non-synonym
Synonym-1 Muslim robe
Synonym-2 sarong
Source Text Pair
Sentence-1 A resident named Daxiyate wears a turban and Muslim robe.
Sentence-2 A citizen named Daciat wore a Moslem hat and sarong.

Fig. 3. Example of Evaluation with Source Texts
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Fig. 4. Precisions for MTCC Data

Here, we discuss our method’s coverage of all the synonyms in the training
data. Since it is very difficult to list all synonyms appearing in the training data,
we substitute identical word pairs for synonym pairs to estimate coverage. We
counted identical word pairs from all MCT pairs (Total) and those that have the
same context words (Same Context). The ratio of “Same Context” to “Total”
denotes coverage of our method and it was found to be 27.7%. If the tendency
of local context for identical word pairs is equal to that of synonym word pairs,
our method can capture 27.7% of the embedded synonyms in the training data.

We looked up acquired word pairs in WordNet®, a well-known publicly avail-
able thesaurus, to see how much general synonym knowledge is included in the
acquired synonyms. We could obtain 1,001 different word pairs of verbs, adjec-
tives, and adverbs after unifying conjugation”. WordNet knows, i.e., both words
are registered as entries, 951 word pairs (95.0%) among the 1,001 acquired pairs.
The thesaurus covers, i.e., both words are registered as synonyms, 205 word pairs
(21.6%) among 951 known pairs. This result shows that our method can actually
capture general synonym information. The remaining acquired word pairs are
still valuable since they include either general knowledge not covered by WordNet
or knowledge specific to news articles. For example, extracted synonym pairs,
“express” =“say,” “present” =“report,” and “decrease”=“drop” are found from
the data and are not registered as synonyms in WordNet.

4.2 Google News Data

7

We applied our method to Google News data acquired from “Google News, 8
provided by Google, Inc. This site provides clustered news articles that describe
the same events from among approximately 4,500 news sources worldwide.

6 http://www.cogsci.princeton.edu/ wn/

7 Acquired nouns are excluded from the consulting since many proper names are
acquired but are not covered in WordNet.

8 English version:  http://news.google.com/
Japanese version:  http://news.google.com/nwshp?ned=jp
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From the Google News site, we gathered articles with manual layout-level
checking. This layout-level checking eliminates unrelated text such as menus
and advertisements. Our brief investigation found that clustered articles often
have a small overlap in described facts since each news site has its own interest
and viewpoint in spite of covering the same topic.

We use entire articles as “texts” and do not employ an automatic sentence
segmentation and alignment tool. This is because the results derived from au-
tomatic sentence segmentation and alignment on the Google News data would
probably be unreliable, since the articles greatly differ in format, style, and con-
tent. Since our method considers only one-word-length context in each direction,
it can be applied to this rough condition. On the other hand, this condition en-
ables us to acquire synonyms placed at distant places in articles.

The next issue for the experimental conditions is the range for outside-
appearance checking. Following the condition of MTCC data, the outside-ap-
pearance checking range covers entire texts, i.e., outside appearance should be
checked throughout an article. However, this condition is too expensive to follow
since text length is much longer than that of MTCC data. We tested various
ranges of 0 (no outside-appearance checking), 10, 20, 40, 70, 100, 200, and un-
limited words. Figure 5 illustrates the range of outside-appearance checking.

We limit the words to be tested to nouns since the acquired amounts of other
POS types are not sufficient. Acquired noun pairs are evaluated without source

- unlimited + unlimited

+40 words

+20 words

Fig. 5. Range for Outside-Appearance Checking

Precision (%) # of Acquired Pairs
100 &
5 R Precision 5 1000
60
40 100
20
R T S R N 10

0 10 20 40 70 100 200 Unlimited
Range

Fig. 6. Precisions of Google (E) by Outside-Appearance Checking Range
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Precision (%) # of Acquired Pairs
100 LA .
., oAcqulred Pairs Precision
8 1 1000
60 1
40 { 100
20
10

0 10 20 40 70 100 200 Unlimited

Range

Fig. 7. Precisions of Google (J) by Outside-Appearance Checking Range

texts. Appendix B shows examples. Figures 6 and 7 display the amount and
precision for acquired nouns in each range of English data and Japanese data,
respectively.

The tendencies of these two data are similar, as the range expands, precision
increases and the amount of acquired pairs decreases at an exponential rate.
When the range is close to unlimited, precision levels off. The average preci-
sion at this stable range is 76.0% in English data and 76.3% in Japanese. The
precision improvement (from 13.8% to 76.0% in English data and from 9.5% to
76.3% in Japanese data) shows the great effectiveness of prevention of outside
appearance.

5 Conclusions

We proposed a method to acquire synonyms from monolingual comparable texts.
MCT data are advantageous for synonym acquisition and can be obtained auto-
matically by a document clustering technique. Our method relies on agreement
of local context, i.e., the surrounding one word on each side of the target words,
and prevention of outside appearance.

The experiment on monolingual parallel texts demonstrated that the method
acquires synonyms with a precision of 70.0%, including infrequent words. Our
simple method captures the proper place of MCT text pairs with a precision of
89.5%. The experiment on comparable news data demonstrated the robustness
of our method by attaining a precision of 76.0% for English data and 76.3%
for Japanese data. In particular, prevention of outside-appearance played an
important role by improving the precision greatly.

The combination of our acquisition method, an automatic document cluster-
ing technique, and daily updated Web texts enables automatic and continuous
synonym acquisition. We believe that the combination will bring great practical
benefits to NLP applications.
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Appendix

A Samples of Acquired Words from MTCC and Their

Evaluation
Synonym-1 Synonym-2 Evaluation
press conference news conference Yes
foreign funds foreign capital Yes
Nouns complete finish Yes
disclose reveal Yes
military officials military officers No

Sunday radio program Sunday TV program No
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indicate show Yes

believe think Yes

Verbs cease stop Yes
consider study No

believe trust No

basic essential Yes

notable significant Yes
Adjectives massive substantial Yes
active good No

direct strong No
currently now Yes
certainly definitely Yes
Adverbs extremely very Yes
now officially No
absolutely entirely No

B Samples of Acquired Nouns from Google News (E)
and Their Evaluation

Synonym-1 Synonym-2 Evaluation
Karzai President Karzai Yes
Abu Omar Abu Umar Yes
Nouns relief effort relief mission Yes
Muslim community Muslim minority No

World Food Program World Health Organization No
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Abstract. The entity and relation recognition, i.e. (1) assigning semantic classes
to entities in a sentence, and (2) determining the relations held between entities,
is an important task in areas such as information extraction. Subtasks (1) and
(2) are typically carried out sequentially, but this approach is problematic: the
errors made in subtask (1) are propagated to subtask (2) with an accumulative
effect; and, the information available only in subtask (2) cannot be used in sub-
task (1). To address this problem, we propose a method that allows subtasks (1)
and (2) to be associated more closely with each other. The process is performed
in three stages: firstly, employing two classifiers to do subtasks (1) and (2) in-
dependently; secondly, recognizing an entity by taking all the entities and rela-
tions into account, using a model called the Entity Relation Propagation Dia-
gram; thirdly, recognizing a relation based on the results of the preceding stage.
The experiments show that the proposed method can improve the entity and re-
lation recognition in some degree.

1 Introduction

The entity and relation recognition, i.e. assigning semantic classes (e.g., person, or-
ganization and location) to entities in a sentence and determining the relations (e.g.,
born-in and employee-of) that hold between entities, is an important task in areas such
as information extraction (IE) [1] [2] [3] [4], question answering (QA) [5] and story
comprehension [6]. In a QA system, many questions concern the specific entities in
some relations. For example, the question that “Where was Poe born?” in TREC-9
asks for the location entity in which Poe was born. In a typical IE task in constructing
a job database from unstructured texts, the system are required to extract many mean-
ingful entities like titles and salary from the texts and to determine how these entities
are associated with job positions.

The task of recognizing entity and relation is usually treated as two separate sub-
tasks carried out sequentially: (1) to recognize entities using an entity recognizer, and
(2) to determine the relations held between them. This approach has two shortcom-
ings. Firstly, the errors made in subtask (1) will be propagated to subtask (2) with an
accumulative effect, leading to a loss in performance of relation recognition. For
example, if “Boston” is mislabeled as a person, it will never have chance to be classi-
fied as the location of Poe’s birthplace. Secondly, the information available only in

R. Dale et al. (Eds.): IJICNLP 2005, LNAI 3651, pp. 245256, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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subtask (2) cannot be used for subtask (1). For example, if we feel difficult to
determine whether the entity X is a person or not, but we can determine that there
exists a relation born-in between X and China easily, it is obvious that we can claim
that X must be a person.

To address the problems described above, this paper presents a novel approach
which allows subtasks (1) and (2) to be linked more closely together. The process is
separated into three stages. Firstly, employing two classifiers to perform subtasks (1)
and (2) independently. Secondly, recognizing an entity by taking all the entities and
relations into account using a particularly designed model called the Entity Relation
Propagation Diagram. And, thirdly, recognizing a relation based on the results of the
preceding step.

The rest of the paper is organized as follows. Section 2 defines the problem of en-
tity and relation recognition in a formal way. Section 3 describes the proposed method
of recognizing entity and relation. Section 4 gives the experimental results. Section 5
is the related work and comparison. Section 6 is conclusions.

2 The Problem of Entity and Relation Recognition

Conceptually, the entities and relations in a sentence can be viewed, while taking
account of the mutual dependencies among them, as a labeled graph in Fig. 1.

2N

R21 RB

Label-1 Label-1
Lahel-2 Label-2

Ray - =
Label-m Label-n
Rz

Fig. 1. Concept view of the entities and relations among them

In Fig.1, a node represents an entity and a link denotes the relation held between
two entities. The arrowhead of a link represents the direction of the relation. Each
entity or relation has several attributes, which are structured as a list of the node or the
edge. These attributes can be classified into two classes. Some of them that are easy to
acquire, such as words in an entity and parts of speech of words in a context, are
called local attributes; the others that are difficult to acquire, such as semantic classes
of phrases and relations among them, are called decision attributes. The issue of entity
and relation recognition is to determine a unique value for each decision attribute of
all entities and relations, by considering the local attributes of them. To describe the
problem in a formal way, we first give some basic definitions as follows.
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Definition 1 (Entity). An entity can be a single word or a set of consecutive words
with a predefined boundary. A sentence is a linked list, which consists of words and
entities. Entities in a sentence are denoted as E,, E, ... according to their order, with
values ranging over a set of entity class CF. For example, the sentence in Fig. 2 has
three entities: E;= “Dole”, E,= “Elizabeth” and E;= “Salisbury, N.C.”. Note that it is
not easy to determine the entity boundaries [7]. Here we assume that it has been
solved and its output serves as the input to our model.

’5 wife,, 15 naive of
E, o B

Fig. 2. A sentence that have three entities

Definition 2 (Relation). In this paper, we only consider the relation between two
entities. An entity pair (E;, E;) represents a relation R;; from entity E; and E;, where E;
is the first argument and E; is the second argument. Relation R;; takes its value that
ranges over a set of relation class C®. Note that (E;, E)) is an ordered pair, and there
exist two relations R;; =(E;, E;) and R;; =(E;, E;) between entities E; and E;.

Definition 3 (Class). The class of an entity or relation is its decision attribute, which
is one of the predefined class set and is unknown before being recognized. We denote
the sets of predefined entity class and relation class as C" and C® respectively. C* has
one special element other-ent, which represents any unlisted entity class. For algo-
rithmic reasons, we suppose all elements in C* are mutually exclusive. Similarly, C*
also has one special element other-rel, which represents that the two involved entities
are irrelevant or their relation class is undefined. For algorithmic reasons, we suppose
all elements in C® are mutually exclusive. In fact, because the class of an entity or a
relation is only a label that we want to predict, if an entity or a relation have more
than one labels simultaneously, to satisfy the constraint that all elements in C* or C*
are mutually exclusive, we can separate it into several cases and construct several
predefined entity class sets and relation class sets.

The classes of entities and relations in a sentence must satisfy some constraints. For
example, if the class of entity E;, which is the first argument of relation R, is a loca-
tion, then the class of relation R;, cannot be born-in because the class of the first ar-
gument in relation R, has to be a person.

Definition 4 (Constraint). A constraint is a 5-tuple (R, €' ,gz,aR ,.) . The symbols

are defined as follows. R € C® represents the class of relation R. &',£> € C* repre-
sents the classes of the first argument E; and the second argument E; in the relation R
respectively. o, € [0,1] is a real number that represents a joint conditional probability

distribution &, = Pr{e',e* IR}. &, € [0,1] is a real number that represents a condi-

tional probability distribution ¢, = Pr{R I¢',&”}. Note that ¢, and ¢, need not to
be specified manually and can be learned from an annotated training dataset easily.
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Definition 5 (Observation). We denote the observations of an entity and a relation in
a sentence as OF and OF respectively. OF or OF represent all the “known” local attrib-
utes of an entity or a relation, e.g., the spelling of a word, parts of speech, and
semantic related attributes acquired from external resources such as WordNet. The
observations OF and O® can be viewed as a random event, and Pr{O®} =Pr{O®}=1
because O" and O® in a sentence are known.

Based on the above definitions, the issue of entity and relation recognition can be
described in a formal way as follows. Suppose in a sentence, the set of entity is {E,
Ez En}, the set of relation is {R]z, Rz], R13, R31, ceey R]n, Rnl, ey Rn-l,n’ Rn,n-l}’ the
predefined sets of entity class and relation class are CE ={ey, €, ... €y} and CcR ={r,

I, ... Iy} respectively, the observation of entity E; is OiE , and the observation of rela-

tion Rj is Og . n, m and k represent the number of entity, the number of the prede-

fined entity class and the number of the predefined relation class respectively. The
problem is to search the most probable class assignment for each entity and each
relation of interest, given the observations of all entities and relations. In other words,
the problem is to solve the following two equations, using two kinds of constraint
knowledge ¢, ¢, and the interaction among entities and relations.

e=argmax, Pr{E, =¢,10y,03,---,0%,0},,05,,---,0;,, Oy, 08, ,OF |} (1)

In>® EN n-l1,n?

r =arg max, Pr(R, =1, 10", 0%,--,0F, 08, 0%,---,0F ,O%,---,O%, ,O% |} (2)

In> PYEN n-1,n?

In(1),d=1,2,...,m and in (2), d=1, 2, ..., k.

3 The Proposed Method

Because the class assignment of a single entity or relation depends not only on local
attributes itself, but also on those of all other entities and relations, the equations (1)
and equation (2) cannot be solved directly. To simplify the problem, we present the
following method consisting of three stages. Firstly, employ two classifiers to perform
entity recognition and relation recognition independently. Their outputs are the condi-
tional probability distributions Pr{El O"} and Pr{RIO®}, given the corresponding
observations. Secondly, recognize an entity by taking account of all entities and rela-
tions, as computed in the previous step. This is achieved by using the model Entity
Relation Propagation Diagram (ERPD). And, recognize a relation based on the results
of the second step at last.

In this paper, we concentrate on the processes at the second and the third stages, as-
suming that the process at the first stage is solved and its output are given to us as
input. At the second stage, the aim of introducing ERPD is to estimate the conditional
probability distribution Pr{E |ERPD} given the constraint ¢, in Definition 5 and

the sets { Pr{E, 0%} } and {Pr{R; IOR”} } @, j=1,...,n), as computed at the first
stage. For the readability, suppose Pr{E|ERPD} is given, the entity recognition
equation (1) becomes the equation (3).
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Pr{E, =¢,10"} RV >6
e:{argmaxd r{E, =e, } 3)

arg max, Pr{E, =e, |[ERPD} RV <4

where @ is a threshold determined by the experiment. RV E [0, 1] is a real number,
called the reliable value, representing the belief degree of the output of the entity
recognizer at the first stage. Suppose the maximum value of the conditional probabil-

ity distribution Pr{E|O"} is V,, and the second value is V, RV is defined as:

— Vm _Vs

RV=———+=
VvV, +V,

“)

The reason of introducing RV is due to a fact that only for ambiguous entities, it is
effective by taking the classes of all entities in a sentence into account. “Reliable
Value” measures whether an entity is ambiguous.

At the third stage, the basic idea of recognizing a relation is to search the probable
relation given its observation, under a condition of satisfying the constraints imposed
by the results of entity recognition at the second stage. The relation recognition equa-
tion (2) becomes the equation (5).

r=arg max, Pr{R =1* 10, }x W, ®)

_ |1 if Pr{rle',e’} >0
0 if Pr{rle',e’}=0

where €',& is the results of entity recognition at the second stage, Pr{rle', &’} is
constraint knowledge ¢, in Definition 4, and Wy is the weight of the constraint
knowledge.

In the following sections, we present ERPD and two algorithms to estimate the
conditional probability distribution Pr{E | ERPD} .

3.1 The Entity Relation Propagation Diagram

To represent the mutual dependencies among entities and relations, a model named
the Entity Relation Propagation Diagram that can deal with cycles, similar to the
Causality Diagram [8][9] for the complex system fault diagnosis, is developed for
entity and relation recognition.

The classes of any two entities are dependent on each other through the relations
between them, while taking account of the relations in between. For example, the
class of entity E; in Fig. 3 (a) depends on the classes of relations Rj; between entities
E; and E;, and the classes of relations R;; and R;; depend on the classes of entities
E; and E;. This means that we can predict the class of a target entity according to the
class of its neighboring entity, making use of the relations between them. We
further introduce the relation reaction intensity to describe the prediction ability of
this kind.
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R1‘j=(Ei, EJ) Py

® ® & &
Rji=(E;, Ey) P
(3) (b)

Fig. 3. Illustration of relation reaction

Definition 6 (Relation Reaction Intensity). We denote the relation reaction intensity
from entity E; to entity E; as P;;, which represents the ability that we guess the class of
E; if we know the class of its neighboring entity E; and the relation R;; between them.
The relation reaction intensity could be modeled using a condition probability distri-
bution Pij=Pr {E_] |El}

The element p[_.';’ of P; represents the conditional probability Pr {E=¢; [E=¢;}:
S Pr{R; =1, }Pr{E; =¢, ,E; =¢,IR; =1}

kl
- =Pr{E. =¢ |E. =¢ =E
plj { j 1 i k} = Pr{Ei=ek}

according to Definition 5:
Pr{R; =1} =Pr{R; =11 05} ,Pr{E, =e }=Pr{E, =¢, 10}}
Then, we have:
o iPr{Rij =1, 10 }Pr{E, =¢,.E;=¢,IR; =1,}
& Pr{E, =e, 0]}

(6)

where 1, € C®, N is the number of relations in relation class set. In equation (6),

Pr{E, =¢,,E; =¢,IR; =r1}represents the constraint knowledge ¢, among entities

and relations. Pr{R; =r,10;} and Pr{E; =e, |0} represent the outputs at the

first stage.

Definition 7 (Observation Reaction Intensity). We denote the observation reaction
intensity as the conditional probability distribution Pr{EIO"} of an entity class,
given the observation, which is the output at the first stage.

The Entity Relation Propagation Diagram (ERPD). is a directed diagram that
allows cycles. As illustrated in Fig. 4, the symbols used in the ERPD are defined as
follows. A circle node represents an event variable that can be any one from a set of
mutually exclusive events, which all together cover the whole sample space. Here, an
event variable represents an entity, an event represents a predefined entity class, and
the whole sample space represents the set of predefined entity classes. Box node
represents a basic event which is one of the independent sources of the associated
event variable. Here, a basic event represents the observation of an entity. Directed
arc represents a linkage event variable that may or may not enable an input event to
cause the corresponding output event. The linkage event variable from an event
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variable to another event variable represents the relation reaction intensity in Defini-
tion 6. And, the linkage event variable from a basic event to the corresponding event
variable represents the observation reaction intensity in Definition 7. All arcs pointing
to a node are in a logical OR relationship.

Fig. 4. Nllustration of the Entity Relation Propagation Diagram

Now, we present two algorithms to compute the conditional probability distribu-
tion Pr{E | ERPD} , one is based on the entity relation propagation tree, and the other

is the directed iteration algorithm on ERPD.

3.2 The Entity Relation Propagation Tree

The Entity Relation Propagation Tree (ERPT). is a tree decomposed from an
ERPD, which represents the relation reaction propagation from all basic events to
each event variable logically. Each event variable in the ERPD corresponds to an
ERPT. For example, the ERPT of X, in Fig. 4 is illustrated in Fig. 5. The symbols
used in the ERPT are defined as follows. The root of the tree, denoted as Circle, is an
event variable corresponding to the event variable in the ERPD. A leaf of the tree,
denoted as Box, is a basic event corresponding to the basic event in the ERPD. The
middle node of the tree, denoted as Diamond, is a logical OR gate variable, which is
made from an event variable that has been expanded in the ERPD, and, the label in
Diamond corresponds to the label of the expanded event variable. The directed arc of
the tree corresponds to the linkage event variable in the ERPD. All arcs pointing to a
node are in a logical OR relationship. The relation between the directed arc and the
node linked to it is in logical AND relationship.

To decompose an ERPD into entity relation propagation trees, firstly we decom-
pose the ERPD into mini node trees. Each event variables in the ERPD corresponds to
a mini node tree, in which the root of the mini tree is the event variable in concern at
present, and the leaves are composed of all neighboring basic events and event vari-
ables that are connected to the linkage event variables pointing to the top event vari-
ables. Secondly, expand a mini node tree into an entity relation propagation tree, i.e.,
the neighboring event variables in the mini node tree are replaced with their corre-
sponding mini trees. During expanding a node event variable, when there are loops,
Rule BreakLoop is applied to break down the loops.



252 X. Fan and M. Sun

Fig. 5. Illustration of the entity relation propagation tree

Rule BreakLoop. An event variable cannot propagate the relation reaction to itself.
Rule 1 is derived from a law commonsense - one can attest that he is sinless. When such
a loop is encountered, the descendant event variable, which is same as the head event
variable of the loop, is treated as a null event variable, together with its connected link-
age event variable to be deleted.

Compute the Conditional Probability Distribution in an ERPT. After an ERPD is
decomposed into entity relation propagation trees, the conditional probability distribu-
tion Pr{E | ERPD} becomes Pr{E|ERPT} . When an event variable X; has more than
one input, these inputs will be in logic OR relationship, as defined in the ERPD. Since
these inputs are independent, there exists such a case that one input causes X to be an

instance X} while another input causes X; to be an instance X!, this would be impos-

sible because X and X; are exclusive. In the real world, the mechanism, in which
X, can response to more than one independent input properly, is very complicated

and may vary from one case to another. To avoid this difficulty, a basic assumption is
introduced.

Assumption. When there is more than one input to X;, each input will contribute a
possibility to X;. For each input, its contribution to this possibility equals to the prob-
ability that it causes X directly, as if the other inputs do not exist. The final possibility
that X; occurs is the sum of the possibilities from all inputs.

Suppose an event variable X has m inputs, and the probability distributions of all
linkage event variables, linked basic events or event variables are P; and Pr {X;} re-
spectively, i=1,2...m. Based on the above assumption, the formula for computing the
probability distribution of X can be derived as:

Pr(X'}) .| PriX)
=Norm> P x| i ) (7
Pr{X"} = Pr{X!}
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where, Norm () is a function that normalizes the vector in {}, and n is the state
number of X.
So, the probability distribution Pr{E|ERPT} of the variable X in the correspond-

ing ERPT can be computed in the following steps. Firstly, to find the middle node
sequence in the corresponding ERPT in the depth-first search; secondly, according to
the sequence, for each middle node, equation (7) is applied to compute its probability
distribution. In this procedure, the previous results can be used for the latter
computation.

3.3 The Directed Iteration Algorithm on ERPD

The idea is to compute the probability distribution of the event variable on the ERPD
directly, without decomposing the ERPD to some ERPTs. The aim is to avoid the
computational complexity of using ERPT. This is achieved by adopting an iteration
strategy, which is the same as that used in the loopy belief network [10].

The Directed Iteration Algorithm. is as follows: Firstly, only take the basic event as
input, and initialize each event variable according to formula (7), i.e., assigning an
initialized probability distribution to each event variable. Secondly, take the basic
event and the probability distributions of all neighboring nodes computed in the pre-
vious step as input, and iterate to update the probability distributions of all nodes in
ERPD in parallel according to formula (7). Thirdly, if none of the probability distribu-
tion of all nodes in ERPD in successive iterations changes larger than a small thresh-
old, the iteration is said to converge and then stops.

4 Experiments

Dataset. The dataset in our experiments is the same as the Roth’s dataset “all” [11],
which consists of 245 sentences that have the relation kill, 179 sentences that have the
relation born-in and 502 sentences that have no relations. The predefined entity
classes are other-ent, person and location, and the predefined relation classes are
other-rel, kill and born-in. In fact, we use the results at the first stage in our method as
the input, which are provided by W. Yih.

Experiment Design. We compare five approaches in the experiments: Basic, Omnis-
cient, ERPD, ERPD* and BN. The Basic approach, which is a baseline, tests the per-
formance of the two classifiers at the first stage, which are learned from their local
attributes independently. The Omniscient approach is similar to Basic, the only defer-
ence is that the classes of entities are exposed to relation classifier and vice versa.
Note that it is certainly impossible to know the true classes of an entity and a relation
in advance. The BN is the method based on the belief network, -- we follow the BN
method according to the description in [11]. The ERPD is the proposed method based
on ERPT, and the ERPD* is the proposed method based on the directed iteration
algorithm. The threshold of RV is 0.4.

Results. The experimental results are shown in Table 1. It can be seen from the table
that 1) it is very difficult to improve the entity recognition because BN and Omnis-
cient almost do not improve the performance of Basic; 2) the proposed method can
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improve the precision, which is thought of being more important than the recall for
the task of recognizing entity; 3) the relation recognition can be improved if we can
improve the entity recognition, as indicated by the comparisons of Basic, ERPD and
Omniscient; 4) the proposed method can improve the relation recognition, and it per-
formance is almost equal to that of BN; 5) the performance of ERPD and ERPD* is
almost equal, so the directly iteration algorithm is effective.

Table 1. Experimental results

Approach Person Location

Rec | Prec Fy Rec | Prec F;

Basic 909|892 | 90.0 | 838 | 83.8 | 83.0
ERPD 90.9 | 89.2 | 90.0 | 747 | 91.0 | 81.9
ERPD* | 90.7| 89.1 | 89.9 | 753 | 90.9 | 823
BN 8771907 | 89.1 | 834 | 832 | 831
Omniscient | 90.9 | 89.5 | 90.1 | 83.8 | 84.5 | 84.0
Approach Kill Born-in
Rec | Prec F, Rec | Prec F,
Basic 591 | 680 | 62.8 | 65.1 | 72.9 | 684
ERPD 57.6 | 81.4 | 66.6 | 64.0 | 84.9 | 72.4
ERPD* | 369 | 81.2 | 66.1 | 64.0 | 83.9 | 72.0
EN 539 | 855 | 657 | 63.0 | 86.6 | 724

Omniscient | 59.1 | 813 | 678 | 65.1 | 86.1 | 73.5

5 Related Work and Comparison

Targeting at the problems mentioned above, a method based on the belief network has
been presented in [11], in which two subtasks are carried out simultaneously. Its pro-
cedure is as follows: firstly, two classifiers are trained for recognizing entities and
relations independently and their outputs are treated as the conditional probability
distributions for each entity and relation, given the observed data; secondly, this in-
formation together with the constraint knowledge among relations and entities are
represented in a belief network [12] and are used to make global inferences for all
entities and relations of interest. This method is denoted BN in our experiments.

Although BN can block the error propagation from the entity recognizer to the rela-
tion classifier as well as improve the relation recognition, it cannot make use of the
information, which is only available in relation recognition, to help entity recognition.
Experiments show that BN cannot improve entity recognition.

Comparing to BN, the proposed method in this paper can overcome the two short-
comings of it. Experiments show that it can not only improve the relation recognition,
but also improve the precision of entity recognition. Moreover, the model ERPD
could be more expressive enough than the belief network for the task of recognizing
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entity and relation. It can represent the mutually dependences between entities and
relations by introducing relation reaction intensity, and can deal with a loop without
the limitation of directed acyclic diagram (DAG) in the belief network. At the same
time, the proposed method can merge two kinds of constraint knowledge (i.e.
o and ¢, in Definition 4), but the method based on belief network can only use ¢, .

Finally, the proposed method has a high computation efficiency while using the di-
rected iteration algorithm.

6 Conclusions

The subtasks of entity recognition and relation recognition are typically carried out
sequentially. This paper proposed an integrated approach that allows the two subtasks
to be performed in a much closer way. Experimental results show that this method can
improve the entity and relation recognition in some degree.

In addition, the Entity Relation Propagation Diagram (ERPD) is used to figure out
the dependencies among entities and relations. It can also merge some constraint
knowledge. Regarding to ERPD, two algorithms are further designed, one is based on
the entity relation propagation tree, the other is the directed iteration algorithm on
ERPD. The latter can be regarded as an approximation of the former with a higher
computational efficiency.
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Abstract. We present a new implication of Wu’s (1997) Inversion
Transduction Grammar (ITG) Hypothesis, on the problem of retriev-
ing truly parallel sentence translations from large collections of highly
non-parallel documents. Our approach leverages a strong language uni-
versal constraint posited by the ITG Hypothesis, that can serve as a
strong inductive bias for various language learning problems, resulting
in both efficiency and accuracy gains. The task we attack is highly prac-
tical since non-parallel multilingual data exists in far greater quantities
than parallel corpora, but parallel sentences are a much more useful re-
source. Our aim here is to mine truly parallel sentences, as opposed to
comparable sentence pairs or loose translations as in most previous work.
The method we introduce exploits Bracketing ITGs to produce the first
known results for this problem. Experiments show that it obtains large
accuracy gains on this task compared to the expected performance of
state-of-the-art models that were developed for the less stringent task of
mining comparable sentence pairs.

1 Introduction

Parallel sentences are a relatively scarce but extremely useful resource for many
applications including cross-lingual retrieval and statistical machine translation.
Parallel sentences, or bi-sentences for short, can be exploited for a wealth of
applications ranging from mining term translations for cross-lingual applications,
to training paraphrase models and inducing structured terms for indexing, query
processing, and retrieval.

Unfortunately, far more is available in the way of monolingual data. High-
quality parallel corpora are currently largely limited to specialized collections
of government (especially UN) and certain newswire collections, and even then
relatively few bi-sentences are available in tight sentence-by-sentence translation.
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Increasingly sophisticated methods for extracting loose translations from non-
parallel monolingual corpora—and in particular, what have been called com-
parable sentence pairs—have also recently become available. But while loose
translations by themselves already have numerous applications, truly parallel
sentence translations provide invaluable types of information for the aforemen-
tioned types of mining and induction, which cannot easily be obtained from
merely loose translations or comparable sentence pairs. In particular, truly par-
allel bi-sentences are especially useful for extracting more precise syntactic and
semantic relations within word sequences.

We present a new method that exploits a novel application of Inversion
Transduction Grammar or ITG expressiveness constraints (Wu 1995 [1], Wu
1997 [2]) for mining monolingual data to obtain tight sentence translation pairs,
yielding accuracy significantly higher than previous known methods. We focus
here on very non-parallel quasi-comparable monolingual corpora, which are avail-
able in far larger quantities but are significantly more difficult to mine than either
noisy parallel corpora or comparable corpora. The majority of previous work has
concerned noisy parallel corpora (sometimes imprecisely also called “compara-
ble corpora”), which contain non-aligned sentences that are nevertheless mostly
bilingual translations of the same document. More recent work has examined
comparable corpora, which contain non-sentence-aligned, non-translated bilin-
gual documents that are topic-aligned. Still relatively few methods attempt to
mine quasi-comparable corpora, which contain far more heterogeneous, very non-
parallel bilingual documents that could be either on the same topic (in-topic) or
not (off-topic).

Our approach is motivated by a number of desirable characteristics of ITGs,
which historically were developed for translation and alignment purposes, rather
than mining applications of the kind discussed in this paper. The ITG Hypothesis
posits a strong language universal constraint that can act as a strong inductive
bias for various language learning problems, resulting in both efficiency and accu-
racy gains. Specifically, the hypothesis asserts that sentence translation between
any two natural languages can be accomplished within ITG expressiveness (sub-
ject to certain conditions). So-called Bracketing ITGs (BITG) are particularly
interesting in certain applications such as the problem we consider here, because
they impose ITG constraints in language-independent fashion, and do not re-
quire any language-specific linguistic grammar. (As discussed below, Bracketing
ITGs are the simplest form of ITGs, where the grammar uses only a single,
undifferentiated non-terminal.)

The key modeling property of bracketing ITGs that is most relevant to the
task of identifying parallel bi-sentences is that they assign strong preference to
candidate sentence pairs in which nested constituent subtrees can be recursively
aligned with a minimum of constituent boundary violations. Unlike language-
specific linguistic approaches, however, the shape of the trees are driven in un-
supervised fashion by the data. One way to view this is that the trees are hid-
den explanatory variables. This not only provides significantly higher robustness
than more highly constrained manually constructed grammars, but also makes
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the model widely applicable across languages in economical fashion without a
large investment in manually constructed resources.

Moreover, for reasons discussed by Wu [2], ITGs possess an interesting in-
trinsic combinatorial property of permitting roughly up to four arguments of any
frame to be transposed freely, but not more. This matches suprisingly closely the
preponderance of linguistic verb frame theories from diverse linguistic traditions
that all allow up to four arguments per frame. Again, this property falls naturally
out of ITGs in language-independent fashion, without any hardcoded language-
specific knowledge. This further suggests that ITGs should do well at picking out
translation pairs where the order of up to four arguments per frame may vary
freely between the two languages. Conversely, ITGs should do well at rejecting
candidates where (1) too many words in one sentence find no correspondence in
the other, (2) frames do not nest in similar ways in the candidate sentence pair,
or (3) too many arguments must be transposed to achieve an alignment—all of
which would suggest that the sentences probably express different ideas.

Various forms of empirical confirmation for the ITG Hypothesis have emerged
recently, which quantitatively support the qualitative cross-linguistic character-
istics just described across a variety of language pairs and tasks. Zens and Ney
(2003) [3] show that ITG constraints yield significantly better alignment coverage
than the constraints used in IBM statistical machine translation models on both
German-English (Verbmobil corpus) and French-English (Canadian Hansards
corpus). Zhang and Gildea (2004) [4] found that unsupervised alignment using
Bracketing ITGs produces significantly lower Chinese-English alignment error
rates than a syntactically supervised tree-to-string model [5]. Zhang and Gildea
(2005) [6] show that lexicalized ITGs can further improve alignment accuracy.
With regard to translation rather than alignment accuracy, Zens et al. (2004)
[7] show that decoding under ITG constraints yields significantly lower word
error rates and BLEU scores than the IBM constraints. Chiang (2005) [8] ob-
tains significant BLEU score improvements via unsupervised induction of hi-
erarchical phrasal bracketing ITGs. Such results partly motivate the work we
discuss here.

We will begin by surveying recent related work and reviewing the formal
properties of ITGs. Subsequently we describe the architecture of our new
method, which relies on multiple stages so as to balance efficiency and accuracy
considerations. Finally we discuss experimental results on a quasi-comparable
corpus of Chinese and English from the topic detection task.

2 Recent Approaches to Mining Non-parallel Corpora

Recent work (Fung and Cheung 2004 [9]; Munteanu et al. 2004 [10]; Zhao and
Vogel 2002 [11]) on extracting bi-sentences from comparable corpora is largely
based on finding on-topic documents first through similarity matching and time
alignment.

However, Zhao and Vogel used a corpus of Chinese and English versions of
news stories from the Xinhua News agency, with “roughly similar sentence order
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of content”. This corpus can be more accurately described as a noisy parallel cor-
pus. Munteanu et al. used comparable corpora of news articles published within
the same 5-day window. In both cases, the corpora contain documents on the
same matching topics; unlike our present objective of mining quasi-comparable
corpora, these other methods assume corpora of on-topic documents.

Munteanu et al. first identify on-topic document pairs by looking at publication
date and word overlap, then classify all sentence pairs as being parallel or not par-
allel, using a maximum entropy classifier trained on parallel corpora. In contrast,
the method we will propose identifies candidate sentence pairs without assuming
that publication date information is available, and then uses the ITG constraints
to automatically find parallel sentence pairs without requiring any training.

It is also difficult to relate Munteanu et al.’s work to our present objective
because they do not directly evaluate the quality of the extracted bi-sentences
(they instead look at performance of their machine translation application);
however, as with Fung and Cheung, they noted that the sentences extracted
were not truly parallel on the whole.

In this work, we aim to find parallel sentences from much more heterogenous,
very non-parallel quasi-comparable corpora. Since many more multilingual text
collections available today contain documents that do not match documents
in the other language, we propose finding more parallel sentences from off-topic
documents, as well as on-topic documents. An example is the TDT corpus, which
is an aggregation of multiple news sources from different time periods.

3 Inversion Transduction Grammars

Formally, within the expressiveness hierarchy of transduction grammars, the
ITG level of expressiveness has highly unusual intrinsic properties as seen in
Figure 1. Wu [2] showed that the ITG class is an equivalence class of subsets
of syntax-directed transduction grammars or SDTGs (Lewis and Stearns 1968
[12]), equivalently defined by meeting any of the following three conditions: (1) all
rules are of rank 2, (2) all rules are of rank 3, or (3) all rules are either of straight
or inverted orientation (and may have any rank). Ordinary unrestricted SDTGs
allow any permutation of the symbols on the right-hand side to be specified when
translating from the input language to the output language. In contrast, ITGs
only allow two out of the possible permutations. If a rule is straight, the order of
its right-hand symbols must be the same for both languages (just as in a simple
SDTG or SSDTG). On the other hand, if a rule is inverted, then the order is left-
to-right for the input language and right-to-left for the output language. Since
inversion is permitted at any level of rule expansion, a derivation may intermix
productions of either orientation within the parse tree. The ability to compose
multiple levels of straight and inverted constituents gives ITGs much greater
expressiveness than might seem at first blush, as indicated by the growing body
of empirical results mentioned earlier.

A simple example may be useful to fix ideas. Consider the following pair of
parse trees for sentence translations:
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SDTG
SDTG-k

SDTG-6

SDTG-4

ITG
ITG-k
SDTG-3 2
SDTG-2 ITG-2

SSDTG BITG

Fig. 1. The ITG level of expressiveness constitutes a surprisingly broad equivalence class
within the expressiveness hierarchy of transduction grammars. The simple monolingual
notion of “context-free” is too coarse to adequately categorize the bilingual case of trans-
duction grammars. The expressiveness of a transduction grammar depends on the max-
imum rank k of rules, i.e., the maximum number of nonterminals on the right-hand-side.
SDTG-k is always more expressive than SDTG-(k-1), except for the special case of the
ITG class which includes both SDTG-2 and SDTG-3. In contrast, for monolingual CFGs,
expressiveness is not affected by rank, as shown by the existence of a binary Chomsky
normal form for any CFG. A binary normal form exists for ITGs but not SDTGs.

[[[The Authority]yp [will [[be accountable]yy [to [the [[Financial Secretary]yn
INnn Ine Ipe Ive Ive Isp s

[[EER/]ne [F2 (M [[DFE EInn Innn Ine Tep [155 vw Jve Jve Isp & Is

Even though the order of constituents under the inner VP is inverted between
the languages, an ITG can capture the common structure of the two sentences.
This is compactly shown by writing the parse tree together for both sentences
with the aid of an () angle bracket notation marking parse tree nodes that
instantiate rules of inverted orientation:

[[The/eAuthority /23 5| np [will/F4: ([be/eaccountable/ it & |vv [to/ ] [the/e
[[Financial /Il Bt Secretary /=] |NN INNN NP JPP )V Jve Jsp./. s

In a weighted or stochastic ITG (SITG), a weight or a probability is associ-
ated with each rewrite rule. Following the standard convention, we use a and b
to denote probabilities for syntactic and lexical rules, respectively. For example,

the probability of the rule NN %4 [A NJ]is ann—[a ] = 0.4. The probability of a

lexical rule A "% x/y is ba(z,y) = 0.001. Let W1, Wa be the vocabulary sizes
of the two languages, and N’ = {A1,..., Ay} be the set of nonterminals with
indices 1,..., N.

Polynomial-time algorithms are possible for various tasks including transla-
tion using ITGs, as well as bilingual parsing or biparsing, where the task is to
build the highest-scored parse tree given an input bi-sentence.
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For present purposes we can employ the special case of Bracketing ITGs,
where the grammar employs only one single, undistinguished “dummy” nonter-
minal category for any non-lexical rule. Designating this category A, a Bracketing
ITG has the following form (where, as usual, lexical transductions of the form
A — e/ f may possibly be singletons of the form A — e/e or A — €/ f).

A — [AA]
A — (AA)
A — €€

A — el/fl

A — eif fi

Broadly speaking, Bracketing ITGs are useful when we wish to make use of
the structural properties of ITGs discussed above, without requiring any addi-
tional linguistic information as constraints. Since they lack differentiated syn-
tactic categories, Bracketing ITGs merely constrain the shape of the trees that
align various nested portions of a sentence pair. The only linguistic knowledge
used in Bracketing ITGs is the purely lexical set of collocation translations.
Nevertheless, the ITG Hypothesis implies that biparsing truly parallel sentence
pairs with a Bracketing ITG should typically yield high scores. Conversely, some
non-parallel sentence pairs could be ITG-alignable, but any significant departure
violating constituent boundaries will be downgraded.

As an illustrative example, in the models employed by most previous work
on mining bi-sentences from non-parallel corpora, the following pair of sentences
(found in actual data arising in our experiments below) would receive an inap-
propriately high score, because of the high lexical similarity between the two
sentences:

Chinese president Jiang Zemin arrived in Japan today for a landmark state visit .
LFERF 2 2 BAR B BEvR s 2 hE BR 2.

(Jiang Zemin will be the first Chinese national president to pay a state vist to
Japan.)

However, the ITG based model is sensitive enough to the differences in the
constituent structure (reflecting underlying differences in the predicate argument
structure) so that our experiments show that it assigns a low score. On the
other hand, the experiments also show that it successfully assigns a high score
to other candidate bi-sentences representing a true Chinese translation of the
same English sentence, as well as a true English translation of the same Chinese
sentence.

4 Candidate Generation

An extremely large set of pairs of monolingual sentences from the quasi-
comparable monolingual corpora will need to be scanned to obtain a useful
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Fig. 2. Candidate generation overview. The iterative bootstrapping algorithm first
mines loosely parallel sentence pairs from quasi-comparable corpora that contain both
on-topic and off-topic documents. In a preprocessing step, documents that are believed
to be on the same topic according to their similarity score are extracted, then “parallel”
pairs are mined from these matched documents. The extracted sentences are used to
bootstrap the entire process iteratively in two ways: (1) they are used to update a
bilingual lexicon, which is then used again to reprocess the documents to be matched
again; (2) any document pairs that are found to contain at least one “parallel” sentence
pairs are considered to be on-topic, and added to the matched document set. Note
that step (2) adds to the on-topic document set certain document pairs that are not
considered to be on-topic by document matching scores.

number of parallel sentences, since obviously, the overwhelming majority of the
n? possible sentence pairs will not be parallel. It is infeasible to run the ITG
biparsing algorithm on n? candidate sentence pairs. Therefore a multi-stage al-
gorithm is needed that first generates likely candidates using faster heuristics,
and then biparses the candidates to obtain the final high-precision results.

We base our candidate generation on a method that Fung and Cheung (2004)
developed for extracting loose translations (comparable sentence pairs) from
quasi-comparable corpora [9], as shown in Figure 2. We selected this model
because it produces the highest known accuracy on that task.

Figure 3 outlines the algorithm in greater detail. In the following sections, we
describe the document pre-processing step followed by each of the subsequent
iterative steps of the algorithm.



264 D. Wu and P. Fung

1. Initial document matching
For all documents in the comparable corpus D:

— Gloss Chinese documents using the bilingual lexicon (Bilex)
— For every pair of glossed Chinese document and English documents:
e compute document similarity => S(i,j)
— Obtain all matched bilingual document pairs whose S(i,j) > thresholdl => D2

2. Sentence matching
For each document pair in D2:
— For every pair of glossed Chinese sentence and English sentence:
e compute sentence similarity => S2(i,j)
— Obtain all matched bilingual sentence pairs whose S2(i,j) > threshold2 => C1

3. EM learning of new word translations
For all bilingual sentences pairs in C1, do:

— Compute translation lexicon probabilities of all bilingual word pairs =>83(i,j)

— Obtain all bilingual word pairs previously unseen in Bilex and whose S3(i,j) > threshold3
=> L1, and update Bilex

— Compute sentence alignment scores => S4; if S4 does not change then return C1 and L1,
otherwise continue

4. Document re-matching
— Find all pairs of glossed Chinese and English documents which contain parallel sentences
(anchor sentences) from C1 => D3
— Expand D2 by finding documents similar to each of the document in D2
— D2:=D3
5. Goto 2 if termination criterion not met

Fig. 3. Candidate generation algorithm

Document preprocessing. The documents are word segmented with the Linguistic
Data Consortium (LDC) Chinese-English dictionary 2.0. The Chinese document
is then glossed using all the dictionary entries. When a Chinese word has multiple
possible translations in English, it is disambiguated using an extension of Fung
et al.’s (1999) method [13].

Initial document matching. The aim of this step is to roughly match the Chinese-
English documents pairs that are on-topic, in order to extract parallel sentences
from them. Following previous work, cosine similarity between document vectors
is used to judge whether a bilingual document pair is on-topic or off-topic.

Both the glossed Chinese document and English are represented in word
vectors, with term weights. Pair-wise similarities are calculated for all possible
Chinese-English document pairs, and bilingual documents with similarities above
a certain threshold are considered to be comparable. Comparable documents are
often on-topic.

Sentence matching. All sentence pair combinations within the on-topic docu-
ments are considered next in the selection process. Each sentence is again rep-
resented as word vectors. For each extracted document pair, pair-wise cosine
similarities are calculated for all possible Chinese-English sentence pairs. Sen-
tence pairs above a set threshold are considered parallel and extracted from the
documents. Since cosine similarity is computed on translated word pairs within
the sentence pairs, the better our bilingual lexicon is, the more accurate the
sentence similarity will be. In the following section, we discuss how to find new
word translations.
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EM lezical learning from matched sentence pairs. This step updates the bilingual
lexicon according to the intermediate results of parallel sentence extraction. New
bilingual word pairs are learned from the extracted sentence pairs based on an
EM learning method. In our experience any common method can be used for this
purpose; for the experiments below we used the GIZA++ [14] implementation
of the IBM statistical translation lexicon Model 4 of Brown et al. (1993) [15].

This model is based on the conditional probability of a source word being
generated by the target word in the other language, based on EM estimation
from aligned sentences. Zhao and Vogel (2002) showed that this model lends
itself to adaptation and can provide better vocabulary coverage and better sen-
tence alignment probability estimation [11]. In our work, we use this model on
the intermediate results of parallel sentence extraction, i.e., on a set of aligned
sentence pairs that may or may not truly correspond to each other.

We found that sentence pairs with high alignment scores are not necessarily
more similar than others. This might be due to the fact that EM estimation
at each intermediate step is not reliable, since we only have a small amount of
aligned sentences that are truly parallel. The EM learner is therefore weak when
applied to bilingual sentences from very non-parallel quasi-comparable corpora.

Document re-matching. This step implements a “find-one-get-more” principle,
by augmenting the earlier matched documents with document pairs that are
found to contain at least one parallel sentence pair. We further find other doc-
uments that are similar to each of the monolingual documents found. The algo-
rithm then iterates to refine document matching and parallel sentence extraction.

Convergence. The IBM model parameters, including sentence alignment score
and word alignment scores, are computed in each iteration. The parameter values
eventually stay unchanged and the set of extracted bi-sentence candidates also
converges to a fixed size. The iteration then terminates and returns the last set
of bilingual sentence pairs as the generated candidate sentences.

5 ITG Scoring

The ITG model computes scores upon the set of candidates generated in the
preceding stage. A variant of the approach used by Leusch et al. (2003) [16]
allows us to forego training to estimate true probabilities; instead, rules are
simply given unit weights. This allows the scores computed by ITG biparsing to
be interpreted as a generalization of classical Levenshtein string edit distance,
where inverted block transpositions are also allowed. Even without probability
estimation, Leusch et al. found excellent correlation with human judgment of
similarity between translated paraphrases.

As mentioned earlier, biparsing for ITGs can be accomplished efficiently in
polynomial time, rather than the exponential time required for classical SDTGs.
The biparsing algorithm employs a dynamic programming approach described
by Wu [2]. The time complexity of the algorithm in the general case is © (T?’V3 )
where T and V are the lengths of the two sentences. This is a factor of V3 more
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than monolingual chart parsing, but has turned out to remain quite practical
for corpus analysis, where parsing need not be real-time.

6 Experiments

Method. For our experiments we extracted the bi-sentences from a very non-
parallel, quasi-comparable corpus of TDT3 data which consists of transcriptions
of news stories from radio and TV broadcasts in both English and Chinese chan-
nels during the period 1998-2000. This corpus contained approximately 290,000
English sentences and 110,000 Chinese sentences. This yields over 30 billion
possible sentence pairs, so a multi-stage approach is clearly necessary.

Experience showed that the lexicon learned in the candidate generation stage,
while adequate for candidate generation, is not of sufficient quality for biparsing
due to the non-parallel nature of the training data. However, any translation
lexicon of reasonable accuracy can be used. For these experiments we employed
the LDC Chinese-English dictionary 2.0.

To conduct as blind an evaluation as possible, an independent annotator
separately produced gold standard labels for a random sample of approximately
300 of the top 2,500 candidate sentence pairs proposed by the generation stage.
The annotator was instructed to accept any semantically equivalent translations,
including non-literal ones. Inspection had shown that sentence pair candidates
longer than about 15 words were practically never truly parallel translations,
so these were a priori excluded by the sampling in order to ensure that preci-
sion/recall scores would be more meaningful.

Results. Under our method any desired tradeoff between precision and recall
can be obtained. Therefore, rather than arbitrarily setting a threshold, we are
interested in evaluation metrics that can show whether the ITG model is highly
effective at any desired tradeoff points. Thus, we assess the contribution of ITG
ranking by computing standard uninterpolated average precision scores used to
evaluate the effectiveness of ranking methods. Specifically, in this case, this is
the expected value of precision over the rank positions of the correctly identified
truly parallel bi-sentences:

1

uninterpolated average precision = Z precision at rank () (1)

=

where T is the set of correctly identified bi-sentences.

Our method yielded an uninterpolated average precision of 64.7%. No di-
rect comparison of this figure is possible since previous work has focused on
the rather different objectives of mining noisy parallel or comparable corpora
to extract comparable sentence pairs and loose translations. However, we can
understand the improvement by comparing against scores obtained using the
cosine-based lexical similarity metric which is typical of the majority of previ-
ous methods for mining non-parallel corpora, including that of Fung and Cheung
(2004)[9]. Evaluating the ranking produced under this more typical score yielded
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Fig. 4. Precision-recall curves for the ITG model (upper curve) versus traditional cosine
model (lower curve); see text

an uninterpolated average precision of 24.6%. This suggests that the ITG based
method could produce significant accuracy gains if applied to many of the ex-
isting non-parallel corpus mining methods.

Figure 4 compares precision versus recall curves obtained with rankings from
the ITG model compared with the more traditional cosine lexical similarity
model. The graph reveals that at all levels, much higher precision can be obtained
using the ITG model. Up to 20% recall, the ITG ranking produces bi-sentences
with perfect precision; in contrast, the cosine model produces 30% precision.
Even at 50% recall, the ITG ranked bi-sentences have above 65% precision, as
compared with 21% for the cosine model.

As can be seen from the following examples of extracted bi-sentences (shown
with rough word glosses), the ITG constraints are able to accommodate nested
inversions accounting for the cross-linguistic differences in constituent order:

It is time to break the silence.
WAL WE , 2 FTHE UTER By B T,

(Now topical , is break silence genitive time aspectual .)

| think that's what people were saying tonight.
A B AT S B i /YA .
(1 think this is people today by say genitive words .)

If the suspects are convicted, they will serve their time in Scotland.

TR WA MRER N B K CRIE, AT B TR JRTEER R .

(If two classifier suspected person bei-particle sentence guilty, then must in Scot-
land serve time .)

7 Conclusion

We have introduced a new method that exploits generic bracketing Inversion
Transduction Grammars giving the first known results for the new task of min-
ing truly parallel sentences from very non-parallel quasi-comparable corpora.
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The method takes the strong language universal constraint posited by the ITG
Hypothesis as an inductive bias on the bi-sentence extraction task which we
anticipate will become a key stage in unsupervised learning for numerous more
specific models. Experiments show that the method obtains large accuracy gains
on this task compared to the performance that could be expected if state-of-the-
art models for the less stringent task of mining comparable sentence pairs were
applied to this task instead. From a practical standpoint, the method has the
dual advantages of neither requiring expensive training nor requiring language-
specific grammatical resources, while producing high accuracy results.
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Abstract. Many methods of term extraction have been discussed in
terms of their accuracy on huge corpora. However, when we try to apply
various methods that derive from frequency to a small corpus, we may
not be able to achieve sufficient accuracy because of the shortage of
statistical information on frequency. This paper reports a new way of
extracting terms that is tuned for a very small corpus. It focuses on the
structure of compound terms and calculates perplexity on the term unit’s
left-side and right-side. The results of our experiments revealed that the
accuracy with the proposed method was not that advantageous. However,
experimentation with the method combining perplexity and frequency
information obtained the highest average-precision in comparison with
other methods.

1 Introduction

Term extraction, which is the task of extracting terminology (or technical terms)
from a set of documents, is one of major topics in natural language processing. It
has a wide variety of applications including book indexing, dictionary generation,
and keyword extraction for information retrieval systems.

Most automatic term extraction systems make a sorted list of candidate terms
extracted from a given corpus according to the “importance” scores of the terms,
so they require scores of “importance” for the terms. Existing scores include
TF-IDF, C-Value [1], and FLR [9]. In this paper, we propose a new method
that involves revising the definition of the FLR method in a more sophisticated
way. One of the advantages of the FLR method is its size-robustness, i.e, it can
be applied to small corpus with less significant drop in performance than other
standard methods like TF and IDF, because it is defined using more fine-grained
features called term units. Our new method, called FPP, inherit this property
while exhibiting better performance than FLR.

At the same time, we also propose a new scheme for evaluating term ex-
traction systems. Our idea is to use summaries' of articles as a gold standard.
This strategy is based on the assumption that summaries of documents can

! In more detail, an article revised for display on mobile phones.
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serve as collections of important terms because, in writing summaries, peo-
ple may make an original document shorter by dropping unnecessary parts
of original documents, while retaining essential fragments. Thus, we regard a
term in an original document to be important if it also appears in the
summary.

2 Term Extraction

Term extraction is the task of extracting important terms from a given corpus.
Typically, term extraction systems first extract term candidates, which are usu-
ally the noun phrases detected by handcrafted POS sequence patterns, from the
corpus. After that, term candidates are sorted according to some importance
score. Important terms, (i.e., terms that appear in the summary, in our problem
setting,) are desired to be ranked higher than others. In this paper we focus
on the second step, i.e., term candidate sorting by importance scores. We pro-
pose a new score of term importance by modifying an existing one in a more
sophisticated manner.

In the remainder of this paper, a term candidate is represented by W = wjw»
-+ w, where w; represents a term unit contained in W, and n is the number of term
units contained in W. Here, a term unit is the basic element comprising term can-
didates that is not further decomporsable without destruction of meaning. Term
units are used to calculate of the LR score that is explained in the next section.

3 Related Work

Many methods of term scoring have been proposed in the literature [7] [3] [4].
Methods that use corpus statistics have especially emerged over the past decade
due to the increasing number of machine-readable documents such as news arti-
cles and WWW documents. These methods can be mainly categorized into the
following three types according to what types of features are used to calculate
the scores.

— Measurement by frequencies
— Measurement by internal structures of term candidates
— Combination of the above

3.1 Score by Frequency: TF

Frequency is one of the most basic features of term extraction. Usually, a term
that appears frequently is assumed to be important. We introduce a score of this
type: tf(W).

tf (W) represents the TF(Term Frequency) of W. It is defined as the number
of occurrences of W in all documents. Note that tf(W) is the result of the
brute force counting of W occurrences. This method, for example, counts the
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term natural even if it is merely part of another phrase such as natural language
processing.?

3.2 Score by Internal Structures in Term Candidates: LR

An LR method [9] is based on the intuition that some words are used as term
units more frequently than others, and a phrase that contains such “good” term
units is likely to be important. The left score I(w;) of each term unit w; of a target
term is defined as the number (or the number of types) of term units connected
to the left of w; (i.e., appearing just in the left of w; in term candidates), and the
right score r(w;) is defined in the same manner.> An LR score Ir(w;) is defined
as the geometric mean of left and right scores:

lr(w;) = /1(w;)r(w;)
The total LR score of W is defined as a geometric mean of the scores of term

units as:
1

LR(W) = (Ir(wy)lr(wg) - - - lr(wy)) .

An example of LR score calculation is given in the next section.

3.3 Mixed Measures

C-Value. C-Value[l] is defined by the following two expressions:

t(W): frequency of terms that contain W,
¢(W): number of types of terms that contain W.

Note that (W) does not count W itself. Intuitively, t(W) is the degree of being
part of another term, and ¢(W) is the degree of being part of various types of
terms.

C-Value is defined by using these two expressions in the following way.

4
c-val(W) = (n—1) x (tf(W) - ci%i)
Note that the value is zero where n = 1. MC-Value [9] is a modified version
of C-Value adapted for use in term collections that include the term of length 1
(e, n=1).

MC-val(W) = n x (t o) — t(W)>

We used MC-Value in the experiments because our task was to extract terms
regardless of whether each term is one-word term or not.

2 We can also use another frequency score F(Frequency), or f(W), that is defined as
the number of independent occurrences of W in all documents. (Independent means
that W is not included in any larger term candidate.) However, we observed that
f(W) (or the combination of f(WW) and another score) had no advantage over tf(W)
(or the combination of ¢f(WW) and another score) in the experiments,so in this paper
we omit scores that are the combination of f(WW) and other scores.

3 In addition, we apply the adding-one smoothing to both of them to avoid the score
being zero when w; has no connected terms.
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FLR. The LR method reflects the number of appearances of term units, but does
not reflect that of a whole term itself. For example, even if “natural language” is
more frequent than “language natural” and the former should be given a higher
score than the latter, LR cannot be used to do this.

An FLR method [9] was proposed to overcome this shortcoming of LR. It
reflects both the frequencies and inner structures of terms. FLR(W) is defined
as the product of LR(W) and ¢f(W) as:

FLR(W) = tf(W)LR(W).
4 Our Method: Combining Types and Frequencies via
Entropy

4.1 Preliminaries: Token-LR and Type-LR

Figure 1 outlines example statistics for term unit connections. For example, the
term disaster information appeared three times in the corpus.

Security 3 times

Disaster Information System 1 times
3 times

Ethics 2 times

Fig. 1. An example of statistics for term unit connections

LR scores have two versions: Token-LR and Type-LR. Token-LR (and Type-
LR) are calculated by simply counting the frequency (and the types) of terms
connected to each term unit, respectively. In this case, a Type-LR score for the
term unit “information” is

I(information) = 1 + 1%, r(information) = 341, LR(information) = V8,
and a Token-LR score is
I(information) = 3 + 1, r(information) = 64 1, LR(information) = v/28.

4 Note that the adding-one smoothing is applied.
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Type-LR cannot reflect frequencies which suggest whether there are spe-
cially important connecting terms or not. However, Token-LR cannot reflect the
number of types that suggest the variety of connections. To solve these short-
comings with LR measures, we propose a new kind that combines these two
through perplezity.

4.2 Term Extraction by Perplexity

Our method is based on the idea of perplexity [8]. The score of a term is defined
by the left perplexity and right perplexity of its term units. In this subsection we
first give a standard definition of the perplexity of language, from which our left
and right perplexity measures are derived. After that, we describe how to score
terms by using these perplexities.

Perplexity of language. Assume that language L is information source that
produces word lists of length n and each word list is produced independently
with probability P(w?). Then, the entropy of language L is calculated as:

Ho(L) = = P(w})log P(w}).

n
Wy

The entropy per word is then calculated as:
1 n n
H(L) = “n Zp(wl)logp(wl)'
wi

This value indicates the number of bits needed to express each word generated
from L. Perplexity of language L is defined using H(L) as

Perplexity = oH(L),

Perplexity can be seen as the average number of types of words that follow each
preceding word. The larger the perplexity of L, the less predictable the word
connection in L.

Left and right perplexity. Assume that k types of unit words can connect to
the right of w; (see Figure 2).

Also assume that R is a random variable assigned to the i-th term unit which
represents its right connections and takes its value from the set {ry,rq, -+, 7}
Then, entropy H(R?) is calculated as:

k
ZP ;) logy P(r;)
j=1

Note that we define 0log0 = 0, according to the fact that xlogz — 0 where
z — 0.
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Fig. 2. Example of term unit and term units connected to its right

This entropy value can be thought of as a variety of terms that connect to
the right of w;, or, more precisely, the number of bits needed to describe words
that connect to the right of w;.

Then right perplexity pp,(w;) of term unit w; is defined as

ppr(w;) = 2HED,

This value can be seen as the number of branches, in the sense of information
theory, of right-connection from wj;. It naturally reflects both the frequency and
number of types of each connection between term units.

Random variable L? for the left connections is defined in the same manner.
The perplexity for left connections is thus defined as:

ppi(w;) = 271,
Term Score by Perplexity. We define our measure by substituting [ and r

in the definition of LR with pp; and pp,. First, a combination of left and right
perplexities is defined as the geometric mean of both:

1
pp(wi) = (ppi(wi) - ppr(w;))2.
After that, perplexity score PP(W) for W is defined as the geometric mean of
all pp(w;)s:

n

PP(W) = [pr(wi)]
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We used log PP(W) instead of PP(W) to make implementation easier. Notice
that log x is a monotonic (increasing) function of .

PP(W) = [H{pmwi) ~ppr<wi>}%] "

i=1

= logy, PP(W) = ilogz (H{ppz(wi) ~ppr(wi)}5>
'S (log, ppu(us) + logy pp. (1)

2n 4
=1

= log, PP(W) =

Using pp,(w;) = 2H(R") and ppi(w;) = 2H(li), we obtain

o S (R + (L)

=1

logo PP(W) =
The right side means the sum of the left and right entropies of all term units.

4.3 Term Extraction by Perplexity and TF

Perplexity itself serves as a good score for terms, but combining it with TF,
which is a measure from another point of view, can provide a still better score
that reflects both the inner structures of term candidates and their frequencies
which are regarded as global information about the whole corpus.

Our new score, FPP(W), which is a combination of PP and TF, is defined
as their product:

FPP(W) = tf(W)PP(W)
= logy FPP(W) = logy t f(W) + 1og2 PP(W)

= log, FPP(W) = logy tf(W Z ))

We avoided the problem of log, ¢ f(W) being undefined with ¢f(W) =0 °
by applying the adding-one smoothing to ¢f(W). Therefore, the above defi-
nition of log F'PP(W') changed as follows:

+ o ; H(R")+ H(LY).

logy FPP'(W) = logy(t f(W

We used this log, F'PP’'(W) measure for evaluation.

5 This situation occurs when we want to score a new term candidate from outside of
corpus.
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5 Experiments

5.1 Test Collection

We collected news articles and their summaries from the Mainichi Web News
from April, 2001 to March, 2002. The articles were categorized into four genres:
Economy, Society, World, and Politics. A shorter version of each article was
provided for browsing on mobile phones. Articles for mobile phones were written
manually from the original ones, which were shorter versions of the original
articles adapted to small displays. We regard them as summaries of the original
articles and used them to evaluate whether the extracted terms were correct
or not. If a term in the original article was also in the summary, the term was
correct, and incorrect if otherwise. Each article had a size of about 300 letters
and each summary had a size of about 50.
Table 1 lists the number of articles in each category.

Table 1. Number of articles in test collection

Economy Society World Politics
# of articles 4,177 5,952 6,153 4,428

5.2 Experimental Setup

We used test data on the various numbers of articles to investigate how the
performance of each measure changed according to corpus size. A corpus of each
size was generated by singly adding an article randomly selected from the corpus
of each genre. We generated test data consisting of 50 different sizes (from 1 to
50) for each genre. The average number of letters in the size 50 corpus was about
19,000, and the average number of term candidates was about 1,300. We used
five different seed numbers to randomly select articles. The performance of each
method was evaluated in terms of recall and precision, which were averaged over
the five trials.

5.3 Preprocessing: Term Candidate Extraction

Each article was preprocessed with a morphological analyzer, the Chasen 2.3.3.[2]
The output of Chasen was further modified according to heuristic rules as follows.

— Nouns and undefined words were extracted for further processes and other
words were discarded.

— Suffixes and prefixes were concatenated to their following and preceding
words, respectively.

The result was a set of term candidates to be evaluated with the term importance
scores described in the previous sections.

We applied the following methods to the term candidates: F, TF, DF
(Document Frequency) [8], LR, MC-Value, FLR, TF-IDF [8], PP, and FPP".
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5.4 Evaluation Method

We used average precision [8] for the evaluation. Let D be a set of all the term
candidates and Dy, C D be a set of the correct ones among them. The extracted
term was correct if it appeared in the summary. Then, the average precision can
be calculated in the following manner.

. 1 1
Average-Precision = E TE X E T
| Dyl k &
1<k<|D| 1<i<k

where r; = 1 if the i-th term is correct, and r; = 0 if otherwise.
Note that the total number of correct answers was |D,|. The next section
presents the experimental results obtained by average precision.

Table 2. Average precision on corpus of 1, 10, and 50 articles. Each cell contains
results for the Economy/World/Society/Politics genres.

Measure SIZE=1 SIZE=10 SIZE=50

F 0.275/0.274/0.246,/0.406 0.337/0.350,/0.325/0.378 0.401/0.415/0.393,/0.425
TF 0.305/0.388/0.281,/0.430 0.386/0.406,/0.376/0.435 0.454,/0.462/0.436,/0.477
DF 0.150/0.173/0.076,/0.256 0.237/0.253/0.234/0.294 0.337/0.357/0.332/0.378
LR 0.192/0.370/0.194/0.378 0.255/0.280,/0.254/0.317 0.303/0.302/0.273,/0.320
MC-Val 0.218/0.296,/0.240/0.388 0.317/0.334/0.307/0.365 0.399/0.400,/0.369/0.420
FLR  0.305/0.410/0.298/0.469 0.361,/0.397/0.364/0.429 0.423/0.435/0.404/0.455
TF-IDF 0.150/0.173/0.076/0.256 0.388,/0.407/0.376,/0.437 0.457/0.465/0.438/0.479
PP 0.223/0.327/0.285/0.514 0.285/0.299/0.282/0.331 0.329/0.317/0.279/0.331
FPP’  0.320/0.457/0.380/0.561 0.407/0.444/0.409/0.471 0.487/0.480,/0.448/0.493

6 Results and Discussion

Table 2 shows the results on the corpus of 1, 10, and 50 articles in all the gen-
res. Figure 3 plots the average precision for each corpus size (from 1 to 50) in
the economy category.® In some cases, results on one article were better than
those on 10 and 50 articles. This was mainly caused by the fact that the av-
erage precision is tend to be high on articles of short length, and the average
length for one article was much shorter than that of ten articles in some genres.
PP outperformed LR in most cases. We think the reason was that PP could
provide more precious information about connections among term units. We ob-
served that PP depended less on the size of the corpus than frequency-based
methods like TF and MC-Val. FPP’ had the best performance of all methods in
all genres.

5 We only show a graph in the economy genre, but the results in other genres were
similar to this.
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Figure 4 plots the results in the economy genre when the corpus size was
increased to 1,000 in increments of 50 articles. We observed that the perfor-
mance of PP and LR got close with the increase in corpus size, especially with
200 articles and more. FPP’ once again outperformed all the other methods in
this experiment. The FPP’ method exhibited the best performance regardless of
corpus size.

7 Conclusion and Future Work

We proposed a new method for extracting terms. It involved the combination of
two LR methods: Token-LR and Type-LR. We showed that these two could be
combined by using the idea of perplexity, and gave a definition for the combined
method. This new method was then combined with TF and experimental results
on the test corpus consisting of news articles and their summaries revealed that
the new method (FPP’) outperformed existing methods including TF, TF-IDF,
MC-Value, and FLR.

In future work, we would like to improve the performance of the method by,
for example, adding preprocessing rules, such as the appropriate treatment of
numerical characters, and developing more sophisticated methods for combin-

ing TF and PP. We also plan to extend our experiments to include other test
collections like TMREC [6].
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Abstract. Document clustering has many uses in natural language tools
and applications. For instance, summarizing sets of documents that all
describe the same event requires first identifying and grouping those
documents talking about the same event. Document clustering involves
dividing a set of documents into non-overlapping clusters. In this paper,
we present two document clustering algorithms: grouping algorithm, and
chaining algorithm. We compared them with k-means and the EM algo-
rithms. The evaluation results showed that our two algorithms perform
better than the k-means and EM algorithms in different experiments.

1 Introduction

Document clustering has many uses in natural language tools and applications.
For instance, summarizing sets of documents that all describe the same event
requires first identifying and grouping those documents talking about the same
event. Document clustering involves dividing a set of texts into non-overlapping
clusters, where documents in a cluster are more similar to one another than to
documents in other clusters. The term more similar, when applied to clustered
documents, usually means closer by some measure of proximity or similarity.

According to Manning and Schutze [1], there are two types of structures pro-
duced by clustering algorithms, hierarchical clustering and flat or non-
hierarchical clustering. Flat clustering are simply groupings of similar objects.
Hierarchical clustering is a tree of subclasses which represent the cluster that
contains all the objects of its descendants. The leaves of the tree are the individ-
ual objects of the clustered set. In our experiments, we used the non-hierarchical
clustering k-means and EM [2] and our own clustering algorithms.

There are several similarity measures to help find out groups of related doc-
uments in a set of documents [3]. We use identical word method and semantic
relation method to assign a similarity score to each pair of compared texts. For
the identical word method, we use k-means algorithm, the EM algorithm, and
our own grouping algorithm to cluster the documents. For the semantic relation
method, we use our own grouping algorithm and chaining algorithm to do the
clustering job. We choose WordNet 1.6 as our background knowledge. WordNet
consists of synsets gathered in a hypernym/hyponym hierarchy [4]. We use it
to get word senses and to evaluate the semantic relations between word senses.

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 280-291, 2005.
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Identical Word Similarity

To prepare the texts for the clustering process using identical word similarity,
we perform the following steps on each of the selected raw texts:

1.

Preprocessing which consists in extracting file contents from the raw texts,
stripping special characters and numbers, converting all words to lower cases
and removing stopwords, and converting all plural forms to singular forms.

. Create document word vectors: each document was processed to record the

unique words and their frequencies. We built the local word vector for each
document, each vector entry will record a single word and its frequency. We
also keep track of the unique words in the whole texts to be tested. After
processing all the documents, we convert each local vector to a global vector
using the overall unique words.

Compute the identical word similarity score among documents: given any
two documents, if we have their global vectors @, y, we can use the cosine
measure [5] to calculate the identical word similarity score between these
two texts.

n
cos(x,y) = izt Tl

B> N W

where  and y are n-dimensional vectors in a real-valued space.

Now, we determined a global vector for each text. We also have the identical

word similarity scores among all texts. We can directly use these global vectors
to run the k-means or the EM algorithms to cluster the texts. We can also use
the identical word similarity scores to run grouping algorithm (defined later) to
do the clustering via a different approach.

3

Semantic Relation Similarity

To prepare the texts for clustering process using semantic relation similarity, the
following steps are performed on each raw texts:

1.

2.

Preprocessing which consists in extracting file contents, and removing special
characters and numbers.

Extract all the nouns from the text using part-of-speech tagger (i.e. UPenn-
sylvania tagger). The tagger parses each sentence of the input text into
several forms with specific tags. We get four kinds of nouns as the results of
running the tagger: NN, NNS, NNP and NNPS. We then run a process to
group all the nouns into meaningful nouns and non-meaningful nouns. The
basic idea is to construct the largest compound words using the possible ad-
jective and following nouns, then check whether or not the compound words
have a meaning in WordNet. If not, we break the compound words into pos-
sible smaller ones, then check again until we find the ones with meanings in
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Wordnet. When we get a noun (or a compound noun) existing in WordNet,
we insert it into the meaningful word set, which we call set of regular nouns,
otherwise we insert it into the non-meaningful word set, which we call set of
proper nouns.

During the processing of each document, we save the over-all unique
meaningful nouns in an over-all regular nouns set. Because of the big over-
head related to accessing WordNet, we try to reduce the overall access times
to a minimal level. Our approach is to use these over-all unique nouns to
retrieve the relevant information from WordNet and save them in a global
file. For each sense of each unique noun, we save its synonyms, two level
hypernyms, and one level hyponyms. If any process frequently needs the
WordNet information, it can use the global file to store the information in a
hash and thus provides fast access to its members.

Word sense disambiguation.

Similarly to Galley and McKeown [6], we use lexical chain approach
to disambiguate the nouns in the regular nouns for each document [7,8].
A lexical chain is a sequence of related words in the text, spanning short
(adjacent words or sentences) or long distances (entire text). WordNet is
one lexical resource that may be used for the identification of lexical chains.
Lexical chains can be constructed in a source text by grouping (chaining)
sets of word-senses that are semantically related. We designate the following
nine semantic relations between two senses:

(a) Two noun instances are identical, and used in the same sense;

(b) Two noun instances are used in the same sense (i.e., are synonyms );

(¢) The senses of two noun instances have a hypernym/hyponym relation
between them;

(d) The senses of two noun instances are siblings in the hypernym /hyponym
tree;

(e) The senses of two noun instances have a grandparent/grandchild relation
in the hypernym/hyponym tree;

(f) The senses of two noun instances have a uncle/nephew relation in the
hypernym /hyponym tree;

(g) The senses of two noun instances are cousins in the hypernym/hyponym
tree (i.e., two senses share the same grandparent in the hypernym tree
of WordNet);

(h) The senses of two noun instances have a great-grandparent /great-grand-
child relation in the hypernym/hyponym tree (i.e., one sense’s grand-
parent is another sense’s hyponym’s great-grandparent in the hypernym
tree of WordNet).

(i) The senses of two noun instances do not have any semantic relation.

To disambiguate all the nouns in the regular nouns of a text, we proceed
with the following major steps:

(a) Evaluate the semantic relation between any two possible senses according
to the hypernym/hyponym tree in WordNet. For our experiments, we use
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the following scoring scheme for the relations defined above as shown in
Table 1. The score between A; (sense ¢ of word A) and B; (sense j of word
B) is denoted as score(A;, B;). These scores are established empirically
and give more weight to closer words according to WordNet hierarchy.

Table 1. Scoring Scheme for Relations

Relation Score(A;, Bj)
Identical log(16)
Synonyms log(15)
Hypernyms/hyponyms log(14)
Siblings log(13)
Grandparent /grandchild log(12)
Uncle/nephew log(11)
Cousins log(10)
Great-grandparent/great-grandchild log(9)

No relation 0

Build the lexical chains using all possible senses of all nouns. To build
the lexical chains, we assume each noun possesses all the possible senses
from WordNet. For each sense of each noun in a text, if it is related to all
the senses of any existing chain, then we put this sense into this chain,
else we create a new chain and push this sense into the new empty chain.
After this, we will have several lexical chains with their own scores.
Using the lexical chain, try to assign a specific sense to each nouns.
We sort the chains by their scores in a non-increasing order. We select
the chain with the highest score and assign the senses in that chain
to the corresponding words. These words are disambiguated now. Next,
we process the next chain with the next highest score. If it contains a
different sense of any disambiguated words, we skip it to process the
next chain until we reach the chains with a single entry. We mark the
chains which we used to assign senses to words as selected. For the single
entry chains, if the sense is the only sense of the word, we mark it as
disambiguated. For each undisambiguated word, we check each of its
senses against all the selected chains. If it has a relation with all the
senses in a selected chain, we will then remember which sense-chain
pair has the highest relation score, then we assign that sense to the
corresponding word.

After these steps, the leftover nouns will be the undisambiguated words. We
save the disambiguated words and the undisambiguated words with their
frequencies for calculating the semantic relation scores between texts.

. Compute the similarity score for each pair of texts.

Now, we should have three parts of nouns for each text: disambiguated

nouns, undisambiguated nouns and the non-meaningful nouns (proper
nouns). We will use all of them to calculate the semantic similarity scores
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between each pair of texts. For the purpose of calculating the semantic sim-
ilarity scores among texts, we use only the first three relations (a), (b), and
(c) and the last relation (i) and their corresponding scores defined in Table 1.
For a given text pair, we proceed as in the following steps to calculate the
similarity scores:

— Using the disambiguated nouns, the score score; of the similarity be-
tween two texts 177 and T is computed as follows:

Doim1 2jey score(Ai, Bj) x freq(A;) x freq(Bj)
VY freq(A) /S, freq?(B))

where A; is a word sense from 77 and B; is a word sense from T5;
score(A;, Bj) is a semantic relation score defined in Table I; n and m
are the numbers of disambiguated nouns in T7 and Ts; freg(x) is the
frequency of a word sense x.

— For the undisambiguated nouns, if two nouns are identical in their word
formats, then the probability that they take the same sense in both
texts is 1/s, where s is the number of their total possible senses. The
similarity score scores between two texts 77 and T, according to the
undisambiguated nouns is computed as follows:

scorey =

(2)

Zn . log(16) X freqi (A;) X freqz(As)
. . (3)
Vi Jregd (A0 /Sy fregd(4;)

where A; is a word common to T7 and T5; n is the number of common
words to Th and T»; freqi(A;) is the frequency of A; in T1; frega(4;) is
the frequency of A; in Tb; s; is the number of senses of A;.

— The proper nouns are playing an important role in relating texts to each
other. So, we use a higher score (i.e., log(30)) for the identical proper
nouns. The similarity score scores between two texts T7 and To among
the proper nouns between is computed as follows:

scoreg =

o1 10g(30) x freqi(A;) x frega(A;)

scoreg = (4)

VI freat (A)\ /Sy frea(4;)

where A; is a proper noun common to 7} and 7Tb; n is the number of
common proper nouns to Ty and Ts; freqi(A;) is the frequency of A4; in
Ty; frega(A4;) is the frequency of A; in Tb.

— Adding all the scores together as the total similarity score of the text
pair:

score = scorey -+ scores + scores (5)

Now we make it ready to use the grouping algorithm or chaining algorithm
defined shortly to cluster the texts.
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4 Clustering Algorithms

Generally, every text should have a higher semantic similarity score with the
texts from its group than the texts from a different groups [9]. There are a
few rare cases where this assumption could fail. One case is that the semantic
similarity score does not reflect the relationships among the texts. Another case
is that the groups are not well grouped by common used criteria or the topic is
too broad in that group.By all means, the texts of any well formed clusters should
have stronger relations among its members than the texts in other clusters. Based
on this idea, we developed two text clustering algorithms: grouping algorithm
and chaining algorithm . They share some common features but with different
approaches.

One major issue in partitioning texts into different clusters is choosing the
cutoff on the relation scores. Virtually, all texts are related with each other to
some extent. The problem here is how similar (or close) they should be so that
we can put them into one cluster and how dissimilar (or far away) they should
be so that we can group them into different clusters. Unless the similarity scores
among all the texts can be represented as binary values, we will always face this
problem with any kind of texts. In order to address this problem, we introduce
two reference values in our text clustering algorithms: high-threshold and low-
threshold. The high-threshold means the high standard for bringing two texts
into the same cluster. The low-threshold means the minimal standard for possibly
bringing two texts into the same cluster. If the score between any two texts
reaches or surpasses the high-threshold, then they will go to the same cluster.
If the score reaches the low-threshold but is lower than the high-threshold, then
we will carry out further checking to decide if we should bring two texts into the
same cluster or not, else, the two texts will not go to the same cluster.

We get our high-threshold and low-threshold for our different algorithms by
running some experiments using the grouped text data. The high-threshold we
used for our two algorithms is 1.0 and the low-threshold we used is 0.6. For our
experiment, we always take a number of grouped texts and mix them up to make
a testing text set. So, each text must belong to one cluster with certain number
of texts.

4.1 Grouping Algorithm

The basic idea is that each text could gather its most related texts to form
an initial group, then we decide which groups have more strength over other
groups, make the stronger groups as final clusters, and use them to bring any
possible texts to their clusters. First, we use each text as a leading text (7}) to
form a cluster. To do this, we put all the texts which have a score greater than
the high-threshold with 7; into one group and add each score to the group’s
total score. By doing this for all texts, we will have N possible different groups
with different entries and group scores, where N is the number of the total texts
in the set. Next, we select the final clusters from those N groups. We arrange
all the groups by their scores in a non-increasing order. We choose the group
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with the highest score and check if any text in this group has been clustered
to the existing final clusters or not. If not more than 2 texts are overlapping
with the final clusters, then we take this group as a final cluster, and remove the
overlapping texts from other final clusters. We process the group with the next
highest score in the same way until the groups’ entries are less than 4. For those
groups, we would first try to insert their texts into the existing final clusters if
they can fit in one of them. Otherwise, we will let them go to the leftover cluster
which holds all the texts that do not belong to any final clusters. The following
is the pseudocode for the grouping algorithm:

Grouping Algorithm
// Get the initial clusters
for each text t;
construct a text cluster including all the texts(t;)
which score(t;, ¢j) >= high-threshold;
compute the total score of the text cluster;
find out its neighbor with maximum relation score;
end for

// Build the final clusters
sort the clusters by their total score in non-increasing order;
for each cluster g; in the sorted clusters
if member(g;) > 3 and overlap-mem(g;) <= 2
take g; as a final cluster c¢;;
mark all the texts in ¢; as clustered;
else
skip to process next cluster;
end if
end for

// Process the leftover texts and insert them into one of the final clusters
for each text t;
if t; has not been clustered
find cluster ¢; with the highest score(c;, t;);
if the average-score(c;, t;) >= low-threshold
put ¢; into the cluster c;;
else if the max score neighbor ¢,, of ¢; is in ¢
put t; into cluster cg;
else
put ¢; into the final leftover cluster;
end if
end if
end for

output the final clusters and the final leftover cluster;
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where: member(g;) is the number of members in group g;; overlap-mem(g;) is
the number of members that are overlapped with any final clusters; score(c;,
t;) is the sum of scores between ¢; and each text in ¢;; average-score(c;, t;) is
score(c;, t;) divide by the number of texts in ¢;.

4.2 Chaining Algorithm

This algorithm is based on the observation of the similarities among the texts in
groups. Within a text group, not all texts are always strongly related with any other
texts. Sometimes there are several subgroups existing in a single group, i.e., cer-
tain texts have stronger relations with their subgroup members and have a weaker
relation with other subgroup members. Usually one or more texts have stronger
relation crossing different subgroups to connect them together, otherwise all the
texts in the group could not be grouped together. So, there is a chaining effect in
each group connecting subgroups together to form one entire group.

We use this chaining idea in the chaining algorithm. First, for each text Tj,
we find all the texts which have similarity scores that are greater or equal than
the high-threshold with 7T; and use them to form a closer-text-set. All the texts
in that set are called closer-text of Tj.

Next, for each text which has not been assigned to a final chain, we use its
initial closer-text-set members to form a new chain. For each of the texts in
the chain, if any of its closer-texts are relatively related (i.e., the score >= low-
threshold) to all the texts in the chain, then we add it into the current chain.
One thing needs to be noticed here is that we do not want to simply bring
all the closer-texts of each current chain’s members into the chain. The reason
is to eliminate the unwanted over-chaining effect that could bring many other
texts which are only related to one text in the existing chain. So, we check each
candidate text against all the texts in the chain to prevent the over-chaining
effect. We repeat this until the chain’s size are not increasing. If the chain has
less than 4 members, we will not use this chain for a final cluster and try to
re-assign the chain members to other chains.

After the above process, if any text has not been assigned to a chain we check
it against all existing chains and find the chain which has highest similarity score
between the chain and this text. If the average similarity score with each chain
members is over low-threshold, we insert this text into that chain, else we put it into
the final leftover chain. The following is the pseudocode for the chaining algorithm:

5 Application

We chose as our input data the documents sets used in the Document Under-
standing Conferences [10,11], organized by NIST. We collected 60 test document
directories for our experiments. Each directory is about a specific topic and has
about 10 texts and each text has about 1000 words. Our experiment is to mix
up the 60 directories and try to reconstitute them using one of our clustering
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Chaining Algorithm
// construct a closer-text-set for each text
for each text t; 0 <7 <= N
for each text t; 0 < j <= N
if score(t;, t;) >= high-threshold
put ¢; into closer-text-set s;;
end if
end for
end for

// Build the chains
c=0;
for each text t; of all the texts
if it has not been chained in
put text t; into chain ¢ and mark it as been chained;
bring all the text in closer text-set s; into the new chain c;
mark s; as processed;
while (the size of chain ¢ is changing)
for each text t; in chain ¢
for each text ¢,, in sx of tx
if the score between t,, and any text in chain ¢ >= low-threshold
put ¢, into chain c;
mark ¢,, as been chained to chain c;
end if
end for
end for
end while
if the size of chain ¢ < 4
discard chain c;
remark the texts in chain ¢ as unchained,;
end if
c++;
end if
end for

// Process the leftover texts and insert them into one of the existing chains
for each unchained text ¢;
find chain ¢; with the highest score(c, t;);
if the average-score(c;, t;) >= low-threshold
put ¢; into the chain ¢;;
else
put t; into the final leftover chain;
end if
end for

output the valid chains and the final leftover chain.
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algorithm. Then, we measure how successful are these algorithms in reconstitut-
ing the original directories. We implemented the k-means algorithm and the EM
algorithm to compare them with our algorithms.

In our test, we found out that the chaining algorithm did not work well
for identical method. We tested grouping algorithm, chaining algorithm, and
EM algorithm with semantic method, and k-means algorithm, EM algorithm,
and grouping algorithm with identical methods. We run the k-means and the
EM algorithms 4 times with each experiment texts set and take the average
performance. As we described before, semantic method represents text relations
with scores, so k-means algorithm which needs input data in vector format will
not, be applied to semantic method.

6 Evaluation

For our testing, we need to compare the system clusters with the testing clusters
(original text directories) to evaluate the performance of each system. We first
compare each system cluster with all of the testing clusters to find the best
matched cluster pair with the maximum number of identical texts. We then use
recall, precision, and F-value to evaluate each matching pair. Finally, we use the
average F-value to evaluate the whole system performance. For a best matched
pair T'C} (testing cluster) and SC; (system cluster), the recall (R), precision (P),
and F-value (F) are defined as follows:

R= (6)
m
P= (7)
2PR
F(TC;,8C) = 7 (8)

where m is the number of the overlapping texts between T'C; and SCj; n is the
number of the non-overlapping texts in SCj; ¢ is the total number of texts in
TC;.

For the whole system evaluation, we use the Average F which is calculated
using the F-values of each matched pair of clusters.

Average F — 2= max(F(SCi, TCY))

9)

max(m,n)

Where i <= min(m,n), j <= m, m is the number of testing clusters, and n
is the number of system clusters.
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7 Results

The performance of grouping algorithm and chaining algorithm are very close
using the semantic relation approach and most of their Average F are over
90%. For the identical word approach, the grouping algorithm performance
is much better than the performances of the k-means algorithm and the EM
algorithm. The poor performance of the k-means algorithm results from ran-
domly selected k initial values. Those initial N-dimensional values usually do
not represent the whole data very well. For the semantic relation approach,
both grouping and chaining algorithms performed better than the
EM algorithm.

Table 2 and 3 are the system Average F' values for the different algorithms.
The identical word similarity method used grouping algorithm, k-means algo-
rithm, and EM algorithm. The semantic similarity method used grouping algo-
rithm, chaining algorithm and EM algorithm.

Table 2. Comparisons of F-value using Identical Word Similarity

Identical Word Similarity
Grouping EM  k-means
0.98 0.81 0.66

Table 3. Comparisons of F-value using Semantic Relation Similarity

Semantic Relation Similarity
Grouping Chaining EM
0.92 0.91 0.76

8 Conclusion

Document clustering is an important tool for natural language applications. We
presented two novel algorithms grouping algorithm and chaining algorithm for
clustering sets of documents, and which can handle a large set of documents
and clusters. The two algorithms use semantic similarity and identical word
measure, and their performance is much better than the performance of the K-
means algorithm and the performance of the EM algorithm, used as a baseline
for our evaluation.

Evaluating the system quality has been always a difficult issue. We presented
an evaluation methodology to assess how the system clusters are related to the
manually generated clusters using precision and recall measures.

The grouping and the chaining algorithm may be used in several natural
language processing applications requiring clustering tasks such as summarizing
set of documents relating the same event.
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Abstract. Research on linear text segmentation has been an on-going focus in
NLP for the last decade, and it has great potential for a wide range of
applications such as document summarization, information retrieval and text
understanding. However, for linear text segmentation, there are two critical
problems involving automatic boundary detection and automatic determination
of the number of segments in a document. In this paper, we propose a new
domain-independent statistical model for linear text segmentation. In our
model, Multiple Discriminant Analysis (MDA) criterion function is used to
achieve global optimization in finding the best segmentation by means of the
largest word similarity within a segment and the smallest word similarity
between segments. To alleviate the high computational complexity problem
introduced by the model, genetic algorithms (GAs) are used. Comparative
experimental results show that our method based on MDA criterion functions
has achieved higher P, measure (Beeferman) than that of the baseline system
using TextTiling algorithm.

1 Introduction

Typically a document is concerned with more than one subject, and most texts consist
of long sequences of paragraphs with very little structural demarcation. The goal of
linear text segmentation is to divide a document into topically-coherent sections, each
corresponding to a relevant subject. Linear text segmentation has been applied in
document summarization, information retrieval, and text understanding. For example,
in recent years, passage-retrieval techniques based on linear text segmentation, are
becoming increasingly popular in information retrieval as relevant text passages often
provide better answers than complete document texts in response to user queries[1].

In recent years, many techniques have been applied to linear text segmentation.
Some have used linguistic information[2,3,4,5,6,9] such as cue phrases, punctuation
marks, prosodic features, reference, and new words occurrence. Others have used
statistical methods[7,8,10,11,12,13,14,15] such as those based on word co-
occurrence, lexical cohesion relations, semantic network, similarity between adjacent
parts of texts, similarity between all parts of a text, dynamic programming algorithm,
and HMM model.

R. Dale et al. (Eds.): IJICNLP 2005, LNAI 3651, pp. 292-301, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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In linear text segmentation study, there are two critical problems involving
automatic boundary detection and automatic determination of the number of segments
in a document. Some efforts have focused on using similarity between adjacent parts
of a text to solve topic boundary detection. In fact, the similarity threshold is very
hard to set, and it is very difficult to identify exactly topic boundaries only according
to similarity between adjacent parts of a text. Other works have focused on the
similarity between all parts of a text. Reynar[7] and Choi[13] used dotplots technique
to perform linear text segmentation which can be seen as a form of approximate and
local optimization. Yaari[16] has used agglomerative clustering to perform
hierarchical segmentation. Others[10,17,18,19] used dynamic programming to
perform exact and global optimization in which some prior parameters are needed.
These parameters can be obtained via uninformative prior probabilities[18], or
estimated from training data[19].

In this paper, we propose a new statistical model for linear text segmentation,
which uses Multiple Discriminant Analysis (MDA) method to define a global
criterion function for document segmentation. Our method focuses on within-segment
word similarity and between-segment word similarity. This process can achieve
global optimization in addressing the two aforementioned problems of linear text
segmentation. Our method is domain-independent and does not use any training data.

In section 2, we introduce Multiple Discriminant Analysis (MDA) criterion
functions in detail. In section 3, our statistical model of linear text segmentation is
proposed. A new MDA criterion function revised by adding penalty factor is further
discussed in section 4. Comparative experimental results are given in Section 5. At
last, we address conclusions and future work in section 6.

2 MDA Criterion Function

In statistical pattern classification, MDA approach is commonly used to find effective
linear transformations[20,21]. The MDA approach seeks a projection that best
separates the data in a least-squares sense. As shown in Figure 1, using MDA method
we could get the greatest separation over data space when average within-class
distance is the smallest, and average between-class distance is the largest.

Similarly, if we consider a document as data space, and a segment as a class, the
basic idea of our approach for linear text segmentation is to find best segmentation of
a document(greatest separation over data space) by focusing on within-segment word
similarity and between-segment word similarity. It is clear that the smaller the
average within-class distance or the average between-class distance, the larger the
within-segment word similarity or the between-segment word similarity, and vice
versa. In other words, we want to find the best segmentation of a document in which
within-segment word similarity is the largest, and between-segment word similarity is
the smallest. To achieve this goal, we introduce a criterion function to evaluate the
segmentation of a document and assign a score to it. In this paper, we adopt the MDA
approach to define a global criterion function of document segmentation, and called
as MDA criterion function, which is described below.
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D, labeled class o),

] D1 labelg
average within-class distance

average between-class distance

D; labeled class ms

data space

Fig. 1. When average within-class distance is the smallest, and average between-class distance
is the largest, the greatest separation over data space is shown

Let W=w;w,...w, be a text consisting of r words, and let S=s;s;...s. be a
segmentation of W consisting of ¢ segments. We define W as data space, S as
segmentation distribution over data space W. Because the lengths of paragraphs or
sentences can be highly irregular, unbalanced comparisons can result in text
segmentation process. Thus we adopt the block method that is used in the TextTiling
algorithm[2,3], but we replace lexical word with block. In our model, we group
blocksize words into a block which can be represented by a d-dimensional vector. In
practice, we find that the value of blocksize=100 works well for many Chinese
documents. Then W =w;w,...w, can be redefined as B=b;b,...b,. As illustrated in
Figure 1, a cross point can be defined as a d-dimensional block vector.

In this paper, we introduce MDA criterion function J4 in the following form[20]

_tr(S,)
Jd(s)——tr(sw) (1

Where tr(A) is the trace of matrix A. Sy and Sg are within-segment scatter matrix and
between-segment scatter matrix, respectively. Sy is defined by

<
Sy =Y P=3 (b—m)b-m,) @
i=1

n; bes;

Where b stands for blocks belonging to segment s;, P; is the a priori probability of
segment s;, and is defined to be the ratio of blocks in segment s; divided by the total
number of blocks of the document, n; is the number of blocks in the segment s;, my; is
the d-dimensional block mean of the segment s; given by

m, =i2b. (3)

n; bes;
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Suppose that a total mean vector m is defined by

1 1
m—;%b—;;nimi 4)

In equation (1), between-segment scatter matrix Sg is defined by

Sy = B(m,—m)(m, —m) 5)
i=1

3 Statistical Model for Linear Text Segmentation

Using the same definitions of text W, segmentation S and blocks B in section 2, we
first discuss the statistical model for linear text segmentation. The key of statistical
model for text segmentation is to find the segmentation with maximum-probability.
This can be turned into another task of finding segmentation with highest J4 score
equally. The most likely segmentation is given by

def

§:argmaxP(SIW)=argmade(W,S) (6)
N S

As mentioned above, because paragraph or sentence length can be highly irregular,
it leads to unbalanced comparisons in text segmentation process. SO W =w;w,...w,
could be redefined as B=bb,...b,, and the most likely segmentation is given by

N def

S =argmax P(S|B) = argmax J,(B,S) (7
S N

The computational complexity for achieving the above solution is O(2%), where k
is the number of blocks in a document. To alleviate the high computational
complexity problem, we adopt the genetic algorithms (GAs)[22]. GAs provides a
learning method motivated by an analogy to biological evolution. Rather than
searching from general-to-specific hypotheses, or from simple-to-complex, GAs
generate successor hypotheses by repeatedly mutating and recombining parts of the
best currently known hypotheses. GAs have most commonly been applied to
optimization problems outside machine learning, and are especially suited to tasks
in which hypotheses are complex.

By adopting this methodology, we derive the following text segmentation
algorithm, as illustrated in Figure 2. In this paper, we focus our study on paragraph-
level linear text segmentation, in which the potential boundary mark between
segments can be placed only between adjacent paragraphs.
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Given a text W and blocks B, K., is the total number of paragraphs in the text.
Initialization: Sy. = {}, J4(B,Spes)=0.0
Segmentation:
For k =2 to K.«
Begin
1) Use genetic algorithms and equation (7) to find the best segmentation S
of k segments.
2) If J4(B,Spes) < Jo(B,S) Then
Begin
Spest= S and J4(B,Spes) = Ja(B,S).
Endif
Endfor
Output the best segmentation Sp..

Fig. 2. MDA-based text segmentation algorithm

4 Penalty Factor

In the text segmentation process, adjacent boundary adjustment should be
considered in cases when there are some very close adjacent but incorrect segment
boundaries. In experiments we find that in these cases some single-sentence
paragraphs are wrongly recognized as isolated segments. To solve the problem, we
propose a penalty factor (PF) to prevent assignment of very short segment
boundaries (such as a single-sentence segment) by adjusting very close adjacent
boundaries, and therefore improve the performance of linear text segmentation
system.

Suppose that we get a segmentation S=s;s,...s. of the input document, let L be the
length of the document, L; be the length of the segment s;. We know L=L;+L,+...+L..
We define penalty factor as

PF = ]:l[% 8)

As can be seen, short-length segments would result in smaller penalty factor. We
use penalty factor to revise the J4 scores of segmentations. To incorporate the penalty
factor PF, our MDA criterion function J4 can be rewritten as

Jd—PF(X):PFXJd(x):ﬁixM

9
LG, ®

In the following experiments, we will evaluate effectiveness of using the two MDA
criterion functions J4 and J 4 pr for linear text segmentation.
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5 Experimental Results

5.1 Evaluation Methods

Precision and recall statistics are conventional means of evaluating the performance
of classification algorithms. For the segmentation task, recall measures the fraction of
actual boundaries that an automatic segmenter correctly identifies, and precision
measures the fraction of boundaries identified by an automatic segmenter that are
actual boundaries. The shortcoming is that every inaccurately estimated segment
boundary is penalized equally whether it is near or far from a true segment boundary.

To overcome the shortcoming of precision and recall, we use a measure called Py,
proposed by Beeferman et al.[8]. Py method measures the proportion of sentences
which are wrongly predicted to belong in the same segment or sentences which are
wrongly predicted to belong in different segments. More formally, given two
segmentations ref(true segmentation) and hyp(hypothetical segmentation) for a
document of n sentences, Py is formally defined by

P(ref,hyp) =Y D, (i, j)8,, (i, )®6,, (i, ) (10)

I<i< j<n

Where d..(i,j) is an indicator function whose value is 1 if sentences i and j belong in
the same segment in the true segmentation, and 0 otherwise. Similarly, dyy,(i,j) is an
indicator function which evaluates to 1 if sentences i and j belong in the same
segment in the hypothetical segmentation, and 0 otherwise. The operator between
Oref(i,)) and yy,(i,j) in the above formula is the XNOR function on its two operands.
The function Dy, is a distance probability distribution over the set of possible distances
between sentences chosen randomly from the document, and will in general depend
on certain parameters p such as the average spacing between sentences. In equation
(10), Dywas defined as an exponential distribution with mean 1/, a parameter that we
fix at the approximate mean document length for the domain[8].

.o —uli-j|
D, @i, )=y, A (11)

Where Y,is a normalization chosen so that Dy is a probability distribution over the
range of distance it can accept. From the above formulation, we could find one
weakness of the metric: there is no principled way of specifying the distance
distribution Dy. In the following experiments, we use Py as performance measure,
where the mean segment length in the test data was 1/py=11 sentences.

5.2 Quantitative Results

We mainly focus our work on paragraph-level linear text segmentation techniques.
The Hearst’s TextTiling algorithm[2,3] is a simple and domain-independent technique
for linear text segmentation, which segments at the paragraph level. Topic boundaries
are determined by changes in the sequence of similarity scores. This algorithm uses a
simple cutoff function to determine automatically the number of boundaries.
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In our experiments, we use the TextTiling algorithm to provide the baseline
system, and use the P, measure to evaluate and compare the performance of the
TextTiling and our method. Our data set - NEU_TS, is collected manually, and it
consists of 100 Chinese documents, all from 2004-2005 Chinese People’s Daily
newspaper. The number of segments per document varies from five to eight. The
average number of paragraphs per document is 25.8 paragraphs. To build the ground
truth for NEU_TS data set, five trained graduate students in our laboratory who are
working on the analysis of Chinese document are asked to provide judgment on the
segmentation of every Chinese document. We first use the toolkit CipSegSDK][23] for
document preprocessing, including word segmentation, but with the removal of
stopwords from all documents.

1) Experiment 1

In the first experiment, we assume the number of segments of an input document is
known in advance. We use the NEU_TS data set and the P, measure to evaluate and
compare the performance of TextTiling and our method. The purpose of this
experiment is to compare the performance of boundary detection techniques of
TextTiling algorithm and our model using MDA criterion functions.

Table 1. P, value with known number of document segments

Measure TextTiling algorithm MDA. method MDA method
using Jq using Jg pr
Py value 0.825 0.869 0.905

In the TextTiling algorithm, topic boundaries are determined by changes in the
sequence of similarity scores. The boundaries are determined by locating the
lowermost portions of valleys in the resulting plot. Therefore, it is not a global
evaluation method. However, in our model, MDA criterion function provides a global
evaluation method to text segmentation; it selects the best segmentation with the
largest within-segment word similarity and the smallest between-segment word
similarity. Results shown in Table 1 indicated that our boundary detection techniques
based on two MDA criterion functions perform better than the TextTiling algorithm,
and MDA criterion function J,.pr works the best.

Table 2. P, value with unknown number of document segments

Measure TextTiling algorithm MDA. method MDA method
using J4 using J4.pp
P, value 0.808 0.831 0.87

2) Experiment 2

In this experiment, we assume the number of segments of a document is unknown in
advance. In other words, Texttiling algorithm and our model should determine the
number of segments of a document automatically. Similar to Experiment 1, the same
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data set is used and the P, measure is calculated for both TextTiling and our method
using MDA criterion functions Jq and Jqpr. The comparative results are shown
in Table 2.

As mentioned above, how to determine the number of segments to be assigned to a
document is a difficult problem. Texttiling algorithm uses a simple cutoff function
method to determine the number of segments and it is sensitive to the patterns of
similarity scores[2,3]. The cutoff function is defined as a function of the average and
standard deviations of the depth scores for the text under analysis. A boundary is drawn
only if the depth score exceeds the cutoff value. We think that the simple cutoff function
method is hard to achieve global optimization when solving these two key problems of
linear text segmentation process. In our model, two MDA criterion functions Jgand J4 pg
are used to determine the number of segments and boundary detection by maximizing J4
score of segmentations. Once the maximum-score segmentation is found, the number of
segments of the document is produced automatically. Experimental results show that
our MDA criterion functions are superior to the TextTiling’s cutoff function in terms of
automatic determination of the number of segments. It is also shown that the MDA
criterion function Jqpr revised with Penalty Factor works better than Jg. In
implementation, we have adopted genetic algorithms (GAs) to alleviate the
computational complexity of MDA, and have obtained good results.

6 Conclusions and Future Work

In this paper, we studied and proposed a new domain-independent statistical model
for linear text segmentation in which multiple discriminant analysis(MDA) approach
is used as global criterion function for document segmentation. We attempted to
achieve global optimization in solving the two fundamental problems of text
segmentation involving automatic boundary detection and automatic determination of
number of segments of a document, by focusing on within-segment word similarity
and between-segment word similarity. We also applied genetic algorithms(GAs) to
reduce the high computational complexity of MDA based method. Experimental
results show that our method based on MDA criterion functions outperforms the
TextTiling algorithm.

The solution to the high computational complexity problem will continue to be
studied by using other effective optimization algorithm or near optimal solutions. In the
next stage we plan to combine MDA criterion functions with other algorithms such as
clustering to improve the performance of our text segmentation system, and apply the
text segmentation technique to other text processing task, such as information retrieval
and document summarization.
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Abstract. This paper proposes a two-step method for Chinese text categoriza-
tion (TC). In the first step, a Naive Bayesian classifier is used to fix the fuzzy
area between two categories, and, in the second step, the classifier with more
subtle and powerful features is used to deal with documents in the fuzzy area,
which are thought of being unreliable in the first step. The preliminary experi-
ment validated the soundness of this method. Then, the method is extended
from two-class TC to multi-class TC. In this two-step framework, we try to fur-
ther improve the classifier by taking the dependences among features into con-
sideration in the second step, resulting in a Causality Naive Bayesian Classifier.

1 Introduction

Text categorization (TC) is a task of assigning one or multiple predefined category
labels to natural language texts. To deal with this sophisticated task, a variety of sta-
tistical classification methods and machine learning techniques have been exploited
intensively[1], including the Naive Bayesian (NB) classifier [2], the Vector Space
Model (VSM)-based classifier [3], the example-based classifier [4], and the Support
Vector Machine [5].

Text filtering is a basic type of text categorization (two-class TC). It can find
many real-life applications [6], a typical one is the ill information filtering, such as
erotic information and garbage information filtering on the web, in e-mails and in
short messages of mobile phone. It is obvious that this sort of information should be
carefully controlled. On the other hand, the filtering performance using the existing
methodologies is still not satisfactory in general. The reason lies in that there exist a
number of documents with high degree of ambiguity, from the TC point of view, in a
document collection, that is, there is a fuzzy area across the border of two classes (for
the sake of expression, we call the class consisting of the ill information-related texts,
or, the negative samples, the category of TARGET, and, the class consisting of the ill
information-not-related texts, or, the positive samples, the category of Non-
TARGET). Some documents in one category may have great similarities with some
other documents in the other category, for example, a lot of words concerning love

R. Dale et al. (Eds.): IJICNLP 2005, LNAI 3651, pp. 302-313, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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story and sex are likely appear in both negative samples and positive samples if the
filtering target is erotic information. We observe that most of the classification errors
come from the documents falling into the fuzzy area between two categories.

The idea of this paper is inspired by the fuzzy area between categories. A two-step
TC method is thus proposed: in the first step, a classifier is used to fix the fuzzy area
between categories; in the second step, a classifier (probably the same as that in the
first step) with more subtle and powerful features is used to deal with documents in
the fuzzy area which are thought of being unreliable in the first step. Experimental
results validate the soundness of this method. Then we extend it from two-class TC to
multi-class TC. Furthermore, in this two-step framework, we try to improve the clas-
sifier by taking the dependences among features into consideration in the second step,
resulting in a Causality Naive Bayesian Classifier.

This paper is organized as follows: Section 2 describes the two-step method in the
context of two-class Chinese TC; Section 3 extends it to multi-class TC; Section 4
introduces the Causality Naive Bayesian Classifier; and Section 5 is conclusions.

2 Basic Idea: A Two-Step Approach to Text Categorization

2.1 Fix the Fuzzy Area Between Categories by the Naive Bayesian Classifier

We use the Naive Bayesian Classifier to fix the fuzzy area in the first step. For a

document represented by a binary-valued vector d = (W, W, ..., Wyp), the two-class
Naive Bayesian Classifier is given as follows:
Pr{c|d}
f(d)=log———
Pr{c,ld}
P DI 1- DI DI
= log r{cl}+Zlog P +ZWkl og P Zwkl og Pi2 (1
Pr{c,} i3 I-p, o lp,, i3 l-p;,

where Pr{e+} is the probability that event {e} occurs, ¢, is category i, and
p=Pr{W =llc} (i=1,2). If f(d) >0, the document d will be assigned the category label
c,, otherwise, c,.

Let:
{Cl 2 'Pkl
Con=log———+ ) log )
Pr ; I-p;,
DI D
X => W, log—H 3)
k=1 “Pi
DI »
Y =) W, log—2 (4)

k=1 Pr2
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where Con is a constant relevant only to the training set, X and Y are the measures
that the document d belongs to categories ¢ and c, respectively.
We rewrite (1) as:

fd)y=X-Y +Con 5)

Apparently, f{d)=0 is the separate line in a two-dimensional space with X and Y
being X-coordinate and Y-coordinate. In this space, a given document d can be
viewed as a point (X, y), in which the values of x and y are calculated according to (3)
and (4).

As shown in Fig.1, the distance from the point (X, y) to the separate line will be:

L

Dist =—=(x—y + Con) (6)
V2
A
Y ~¥+ Con=0
x-y +Con
Ca )
a9 Dxst o)
0 X

Fig. 1. Distance from point (x, y) to the separate line

Fig. 2 illustrates the distribution of a training set (refer to Section 2.2) regarding
Dist in the two-dimensional space, with the curve on the left for the negative samples,
and the curve on the right for the positive samples. As can be seen in the figure, most
of the misclassified documents, which unexpectedly across the separate line, are near
the line. The error rate of the classifier is heavily influenced by this area, though the
documents falling into this area only constitute a small portion of the training set.

¥ 200 -100 0 x -150 -100 -50 0

* * 1 O| - Separate Line g ©
-50

+ -100
F -150
-200
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-300
=350
-400 = -200
-450

- -500 - -250
(a) ¥ =00 (b} ¥
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Fig. 2. Distribution of the training set in the two-dimensional space
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Thus, the space can be partitioned into reliable area and unreliable area:

Dist, < Dist < Dist,, Decision for d is unreliable
Dist > Dist,, Assigning the label ¢, to d is reliable (7)
Dist < Dist,, Assigning the label ¢, to d is reliable

where Dist; and Dist, are constants determined by experiments, Dist, is positive real
number and Dist, is negative real number.

In the second step, more subtle and powerful features will be designed in particular
to tackle the unreliable area identified in the first step.

2.2 Experiments on the Two-Class TC

The dataset used here is composed of 12,600 documents with 1,800 negative samples
of TARGET and 10,800 positive samples of Non-TARGET. It is split into 4 parts
randomly, with three parts as training set and one part as test set. All experiments in
this section are performed in 4-fold cross validation.

CSeg&Tag3.0, a Chinese word segmentation and POS tagging system developed
by Tsinghua University, is used to perform the morphological analysis for Chinese
texts. In the first step, Chinese words with parts-of-speech verb, noun, adjective and
adverb are considered as features. The original feature set is further reduced to a much
smaller one according to formula (8) or (9). A Naive Bayesian Classifier is then ap-
plied to the test set. In the second step, only the documents that are identified unreli-
able in terms of (7) in the first step are concerned. This time, bigrams of Chinese
words with parts-of-speech verb and noun are used as features, and the Naive Bayes-
ian Classifier is re-trained and applied again.

n Pr{r,.c,}
MI. (¢t ,c)=)> Pr{t,,c.}log——M———
1 (t4,0) le r{t,,c; }log Pt ) Pric ] ®)
n P t ,C.
ML (t,0) = 3 log — €l ©)

i=1 Pr{z, } Pr{c;}

where t; stands for the kth feature, which may be a Chinese word or a word bigram,
and ¢; is the ith predefined category.
We try five methods as follows.

Method-1: Use Chinese words as features, reduce features with (9), and classify
documents directly without exploring the two-step strategy.

Method-2: same as Method-1 except feature reduction with (8).

Method-3: same as Method-1 except Chinese word bigrams as features.

Method-4: Use the mixture of Chinese words and Chinese word bigrams as fea-
tures, reduce features with (8), and classify documents directly.

Method-5: (i.e., the proposed method): Use Chinese words as features in the first

step and then use word bigrams as features in the second step, reduce features with
(8), and classify the documents in two steps.
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Note that the proportion of negative samples and positive samples is 1:6. Thus if
all the documents in the test set is arbitrarily set to positive, the precision will reach
85.7%. For this reason, only the experimental results for negative samples are consid-
ered in evaluation, as given in Table 1. For each method, the number of features is set
by the highest point in the curve of the classifier performance with respect to the
number of features (For the limitation of space, we omit all the curves here). The
numbers of features set in five methods are 4000, 500, 15000, 800 and 500+3000 (the
first step + the second step) respectively.

Table 1. Performance comparisons of the five methods in two-class TC

Method used
Method-1 | Method-2 | Method-3 | Method-4 | Method-5
Performance
Precision 78.04% 93.35% 93.15% | 95.86% | 97.19%
Recall 88.72% 88.78% 9417 91.11% | 93.94%
R 82.6T% 91.00% 9365% | 93.42% | 95.54%

Comparing Method-1 and Method-2, we can see that feature reduction formula (8)
is superior to (9). Moreover, the number of features determined in the former is less
than that in the latter (500 vs. 4000). Comparing Method-2, Method-3 and Method-4,
we can see that Chinese word bigrams as features have better discriminating capabil-
ity meanwhile with more serious data sparseness: the performances of Method-3 and
Method-4 are higher than that of Method-2, but the number of features used in
Method-3 is more than those used in Method-2 and Method-4 (15000 vs. 500 and
800). Table 1 shows that the proposed method (Methond-5) has the best performance
(95.54% F1) and good efficiency. It integrates the merit of words and word bigrams.
Using words as features in the first step aims at its better statistical coverage, -- the
500 selected features in the first step can treat a majority of documents, constituting
63.13% of the test set. On the other hand, using word bigrams as features in the sec-
ond step aims at its better discriminating capability, although the number of features
becomes comparatively large (3000). Comparing Method-5 with Method-2, Method-3
and Method-4, we find that the two-step approach is superior to either using only one
kind of features (word or word bigram) in the classifier, or using the mixture of two
kinds of features in one step.

3 Extending the Two-Step Approach to the Multi-class TC

We extend the two-step method presented in Section 2 to handle the multi-class TC
now. The idea is to transfer the multi-class TC to the two-class TC. Similar to two-
class TC, the emphasis is still on the misclassified documents given by a classifier,
though we use a modified multi-class Naive Bayesian Classifier here.
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3.1 Fix the Fuzzy Area Between Categories by the Multi-class Bayesian

Classifier
For a document represented by a binary-valued vector d = (W, W,, ..., Wpp), the
multi-class Naive Bayesian Classifier can be re-written as:
. DI IDI D
¢ =arg max(log Pr{c; }+ Y log (I-p,;)+ > W, log . Ky (10)
¢;eC k=1 k=1 Pri

where Pr{«} is the probability that event {} occurs, p,;=Pr{Wy=1lIc;}, (i=1,2, ...,
ICl), C is the number of predefined categories. Let:

IDI IDI

M‘/l ZIOgPr{ci}+ZIOg (l'pk[) +ZW1€ IOg pki (11)
k=l k=1 Pii
Moy = maimam (M) )
MV, ¢ =second_maximum(MV;) 13
c,eC

where MV; stands for the likelihood of assigning a label ¢;€ C to the document d,
MV, r and MV, s are the maximum and the second maximum over all MV;
(i€ | C|) respectively. We approximately rewrite (10) as:

f(d) = MVmax_F _MVmaX_S (14)

We try to transfer the multi-class TC described by (10) into a two-class TC de-
scribed by (14). Formula (14) means that the binary-valued multi-class Naive Bayes-
ian Classifier can be approximately regarded as searching a separate line in a two-
dimensional space with MV ..«  being the X-coordinate and MV, s being the Y-
coordinate. The distance from a given document, represented as a point (x, y) with the
values of x and y calculated according to (12) and (13) respectively, to the separate
line in this two-dimensional space will be:

. 1
Dist = ——(x~y) (15)
V2

The value of Dist directly reflects the degree of confidence of assigning the label ¢
to the document d.

The distribution of a training set (refer to Section 3.2) regarding Dist in this two-
dimensional space, and, consequently, the fuzzy area for the Naive Bayesian Classi-
fier, are observed and identified, similar to its counterpart in Section 2.2.

3.2 Experiments on the Multi-class TC

We construct a dataset, including 5 categories and the total of 17756 Chinese docu-
ments. The document numbers of five categories are 4192, 6968, 2080, 3175 and
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1800 respectively, among which the last three categories have the high degree of
ambiguity each other. The dataset is split into four parts randomly, one as the test set
and the other three as the training set. We again run the five methods described in
Section 2.2 on this dataset. The strategy of determining the number of features also
follows that used in Section 2.2. The experimentally determined numbers of features
regarding the five methods are 8000, 400, 5000, 800 and 400 + 9000 (the first step +
the second step) respectively.

The average precision, average recall and average F; over the five categories are
used to evaluate the experimental results, as shown in Table 2.

Table 2. Performance comparisons of the five methods in multi-class TC

Method
Performance
Average Precision| 92.14% | 97.03% | 98.36% | 97.99% | 98.58%

Awverage Recall | 91.13% | 97.38% | 98.17% | 98.03% [ 98.55%
Awverage Fy 91.48% | 97.20% | 98.26% | 93.01% | 98.56%

Method-1|Method-2|Method-3|Method-4 |Methad-5

We can see from Table 2 that the very similar conclusions as that in the two-class
TC in Section 2.2 can be obtained here:

1) Formula (8) is superior to (9) in feature reduction. This comes from the per-
formance comparison between Method-2 and Method-1: the former has higher per-
formance and higher efficiency that the latter (the average Fy, 97.20% vs. 91.48%, and
the number of features used, 400 vs. 8000).

2) Word bigrams as features have better discriminating capability than words as
features, along with more serious data sparseness. The performances of Method-3 and
Method-4, which use Chinese word bigrams and the mixture of words and word bi-
grams as features respectively, are higher than that of Method-2, which only uses
Chinese words as features. But the number of features used in Method-3 is much
more than those used in Method-2 and Method-4 (5000 vs. 400 and 800).

3) The proposed method (Methond-5) has the best performances and acceptable ef-
ficiency. In term of the average F), the performance is improved from the baseline
91.48% (Method-1) to 98.56% (Method-5). In the first step in Method-5, the number
of feature set is small (only 400), but a majority of documents can be treated by it.
The number of features exploited in Method-5 is the highest among the five methods
(9000), but it is still acceptable.

4 Using Dependences Among Features in Two-Step
Categorization

In this section, a two-step text categorization method taking the dependences among
features into account is presented. We do the same task with the Naive Bayesian Clas-
sifier in the first step, exactly same as what we did in Section 2 and Section 3. In the
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second step, each document identified unreliable in the first step are further processed
by exploring the dependences among features. This is realized by a model named the
Causality Naive Bayesian Classifier.

4.1 The Causality Naive Bayesian Classifier (CNB)

The Causality Naive Bayesian Classifier (CNB) is an improved Naive Bayesian Clas-
sifier. It contains two additional parts, i.e., the k-dependence feature list and the fea-
ture causality diagram. The former is used to represent the dependence relation among
features, and the latter is used to estimate the probability distribution of a feature
dynamically while taking its dependences into account.

K-Dependence Feature List (K-DFL): CNB allows each feature node Y to have a
maximum of k features nodes as parents that constitute the k-dependence feature list
representing the dependences among features. In other words, [](Y) = { Yy, C}, where
Y, is the set of at most k features nodes, C is the category node, and [](C) =®.

Note that we can build a K-DFL for each feature under each class ct, which repre-
sents different dependence relations under different class.

Obviously, there exists a O-dependence feature list for every feature in the Naive
Bayesian Classifier, from the definition of K-DFL.

The algorithm of constructing K-DFL is as follows: Given the maximum depend-
ence number k, mutual information threshold 6 and the class ct. For each feature Y,
repeat the follow steps. 1) Compute class conditional mutual information MI(Y;, Y;l
cy), for every pair of features Y; and Y;, where i#j. 2) Construct the set Si={ Y; |
MI(Y;, Yl c) > 0}. 3) Let m= min (k, | Sjl), select the top m features as K-DFL
from S;.

Feature Causality Diagram (FCD): CNB allows each feature Y, which occurs in a
given document, to have a Feature Causality Diagram (FCD). FCD is a double-layer
directed diagram, in which the first layer has only the feature node Y, and the second
layer allows to have multiple nodes that include the class node C and the correspond-
ing dependence node set S of Y. Here, S=S4NSg, Sq4 is the K-DFL node set of Y and
Sr={Xil X; is a feature node that occurs in the given document. There exists a directed
arc from every node X; at the second layer to the node Y at the first layer. The arc is
called causality link event L; which represents the causality intensity between node Y
and X;, and the probability of L; is p=Pr{L;}=Pr{Y=1IX;=1}. The relation among all
arcs is logical OR. The Feature Causality Diagram can be considered as a sort of
simplified causality diagram [9][10].

Suppose feature Y’s FCD is G, and it parent node set S={X;, X,,...,X, } (m>1) in
G, we can estimate the conditional probability as follows while considering the de-
pendences among features:

m i-1

Pr{Y=1IX, =1, X, =1} =Pr{Y =11G}=Pr{{ L.} = p,+ X p. ][0~ p)) (16)
i=1

=2 j=1

Note that when m=1, Pr{Y =11X,=1}=Pr{Y =11G}=Pr{Y=1IC}.
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Causality Naive Bayesian Classifier (CNB): For a document represented by a bi-
nary-valued vector d=(X; ,X; , ...,Xq), divide the features into two sets X; and X,
X= {Xjl X;=1} and X,= {Xjl X;=0}. The Causality Naive Bayesian Classifier can be
written as:

X' X2
c*=arg max(logPr{c,} + ZlogPr{Xi |G;}+ Zlog(l— Pr{X; lc,})) (17)
¢eC i=1 j=1

4.2 Experiments on CNB

As mentioned earlier, the first step remains unchanged as that in Section 2 and Sec-
tion 3. The difference is in the second step: for the documents identified unreliable in
the first step, we apply the Causality Naive Bayesian Classifier to handle them.

We use two datasets in the experiments. one is the two-class dataset described in
Section 2.2, called Dataset-I, and the other one is the multi-class dataset described in
Section 3.2, called Dataset-I.

To evaluate CNB and compare all methods presented in this paper, we experiment
the following methods:

1) Naive Bayesian Classifier (NB), i.e., the method-2 in Section 2.2;

2) CNB without exploring the two-step strategy;

3) The two-step strategy: NB and CNB in the first and second step (TS-CNB);

4) Limited Dependence Bayesian Classifier (DNB) [11];

5) Method-5 in Section 2.2 and Section 3.2 (denoted TS-DF here).

Experimental results for two-class Dataset-I and multi-class Dataset-II are listed in
Table3 and Table 4. The data for NB and TS-DF are derived from the corresponding
columns of Table 1 and Table 2. The parameters in CNB and TS-CNB are that the
dependence number k=1 and 5, the thresholdf= 0.0545 and 0.0045 for Dataset-1 and

Dataset-II respectively. The parameters in DNB are that dependence number k=1and
3, the thresholdf= 0.0545 and 0.0045 for Dataset-I and Dataset-1I respectively.

Table 3. Performance comparisons in two-class Dataset-I

Method
NB CNB |TS-CNE| DNB TS-DF
Performance
Precision 93.95% [94.08%| 94.08% | 93.31% |97.19%
Recall 88.78% [89.00%| 89.00% | 20.61% |93.94%

F 91.00% |91.46%|21.46% | 91.93% |95 54%

Table 3 and Table 4 demonstrate that 1) The performance of the Naive Bayesian
Classifier can be improved by taking the dependences among features into account, as
evidenced by the fact that CNB, TS-CNB and DNB outperform NB. By tracing the
experiment, we find an interesting phenomenon, as expected: for the documents
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identified reliable by NB, CNB cannot improve it, but for those identified unreliable
by NB, CNB can improve it. The reason should be even though NB and CNB use the
same features, but CNB uses the dependences among features additionally. 2) CNB
and TS-CNB have the same capability in effectiveness, but TS-CNB has a higher
computational efficiency. As stated earlier, TS-CNB uses NB to classify documents in
the reliable area and then uses CNB to classify documents in the unreliable area. At
the first glance, the efficiency of TS-CNB seems lower than that of using CNB only
because the former additionally uses NB in the first step, but in fact, a majority of
documents (e.g., 63.13% of the total documents in dataset-I) fall into the reliable area
and are then treated by NB successfully (obviously, NB is higher than CNB in effi-
ciency) in the first step, so they will never go to the second step, resulting in a higher
computational efficiency of TS-CNB than CNB. 3) The performances of CNB, TS-
CNB and DNB are almost identical, among which, the efficiency of TS-CNB is the
highest. And, the efficiency of CNB is higher than that of DNB, because CNB uses a
simpler network structure than DNB, with the same learning and inference formalism.
4) TS-DF has the highest performance among the all. Meanwhile, the ranking of
computational efficiency (in descending order) is NB, TS-DF, TS-CNB, CNB,
and DNB.

Table 4. Performance comparisons in multi-class Dataset-II

Method

Performance
Average Precision  |97.03%(97.95% | 97.95% | 98.18% [98.58%
Average Recall  [97.38%)98.35% | 98.35% | 97.91% (98.55%

NE CNBE |TS-CNB| DNB |TS-DF

Average F) 97.20%98.15% | 98.15% | 98.04% |98.56%

5 Related Works

Combining multiple methodologies or representations has been studied in several
areas of information retrieval so far, for example, retrieval effectiveness can be im-
proved by using multiple representations [12]. In the area of text categorization in
particular, many methods of combining different classifiers have been developed. For
example, Yang et al. [13] used simple equal weights for normalized score of each
classifier output so as to integrate multiple classifiers linearly in the domain of Topic
Detection and Tracking; Hull at al. [14] used linear combination for probabilities or
log odds scores of multiple classifier output in the context of document filtering. Lar-
key et al. [15] used weighted linear combination for system ranks and scores of multi-
ple classifier output in the medical document domain; Li and Jain [16] used voting
and classifier selection technique including dynamic classifier selection and adaptive
classifier. Lam and Lai [17] automatically selected a classifier for each category based
on the category-specific statistical characteristics. Bennett et al. [18] used voting,
classifier-selection techniques and a hierarchical combination method with
reliability indicators.
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6 Conclusions

The issue of how to classify Chinese documents characterized by high degree ambi-
guity from text categorization’s point of view is a challenge. For this issue, this paper
presents two solutions in a uniform two-step framework, which makes use of the
distributional characteristics of misclassified documents, that is, most of the misclas-
sified documents are near to the separate line between categories. The first solution is
a two-step TC approach based on the Naive Bayesian Classifier. The second solution
is to further introduce the dependences among features into the model, resulting in a
two-step approach based on the so-called Causality Naive Bayesian Classifier. Ex-
periments show that the second solution is superior to the Naive Bayesian Classifier,
and is equal to CNB without exploring two-step strategy in performance, but has a
higher computational efficiency than the latter. The first solution has the best per-
formance in all the experiments, outperforming all other methods (including the sec-
ond solution): in the two-class experiments, its F; increases from the baseline 82.67%
to the final 95.54%, and in the multi-class experiments, its average F increases from
the baseline 91.48% to the final 98.56%.

In addition, the other two conclusions can be drawn from the experiments: 1) Us-
ing Chinese word bigrams as features has a better discriminating capability than using
words as features, but more serious data sparseness will be faced; 2) formula (8) is
superior to (9) in feature reduction in both the two-class and multi-class Chinese text
categorization.

It is worth point out that we believe the proposed method is in principle language
independent, though all the experiments are performed on Chinese datasets.
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Abstract. We propose a novel type of document classification task that
quantifies how much a given document (review) appreciates the target
object using not binary polarity (good or bad) but a continuous mea-
sure called sentiment polarity score (sp-score). An sp-score gives a very
concise summary of a review and provides more information than binary
classification. The difficulty of this task lies in the quantification of po-
larity. In this paper we use support vector regression (SVR) to tackle
the problem. Experiments on book reviews with five-point scales show
that SVR outperforms a multi-class classification method using support
vector machines and the results are close to human performance.

1 Introduction

In recent years, discussion groups, online shops, and blog systems on the Internet
have gained popularity and the number of documents, such as reviews, is growing
dramatically. Sentiment classification refers to classifying reviews not by their
topics but by the polarity of their sentiment (e.g, positive or negative). It is
useful for recommendation systems, fine-grained information retrieval systems,
and business applications that collect opinions about a commercial product.

Recently, sentiment classification has been actively studied and experimental
results have shown that machine learning approaches perform well [13,11,10,20].
We argue, however, that we can estimate the polarity of a review more finely. For
example, both reviews A and B in Table 1 would be classified simply as positive
in binary classification. Obviously, this classification loses the information about
the difference in the degree of polarity apparent in the review text.

We propose a novel type of document classification task where we evaluate
reviews with scores like five stars. We call this score the sentiment polarity score
(sp-score). If, for example, the range of the score is from one to five, we could
give five to review A and four to review B. This task, namely, ordered multi-class
classification, is considered as an extension of binary sentiment classification.

In this paper, we describe a machine learning method for this task. Our
system uses support vector regression (SVR) [21] to determine the sp-scores of

R. Dale et al. (Eds.): IJCNLP 2005, LNAI 3651, pp. 314-325, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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Table 1. Examples of book reviews

Example of Review binary sp-score
(1,...,5)
Review A I believe this is very good and a “must read” plus 5
I can’t wait to read the next book in the series.
Review B This book is not so bad. plus 4

You may find some interesting points in the book.

Table 2. Corpus A: reviews for Harry Potter series book. Corpus B: reviews for all
kinds of books. The column of word shows the average number of words in a review,
and the column of sentences shows the average number of sentences in a review.

sp-score Corpus A Corpus B
review words sentences review words sentences
1 330 160.0 9.1 250 91.9 5.1
2 330 196.0 11.0 250 105.2 5.2
3 330 169.1 9.2 250 118.6 6.0
4 330 150.2 8.6 250 123.2 6.1
5 330 153.8 8.9 250 124.8 6.1

reviews. This method enables us to annotate sp-scores for arbitrary reviews such
as comments in bulletin board systems or blog systems. We explore several types
of features beyond a bag-of-words to capture key phrases to determine sp-scores:
n-grams and references (the words around the reviewed object).

We conducted experiments with book reviews from amazon.com each of
which had a five-point scale rating along with text. We compared pairwise sup-
port vector machines (pSVMs) and SVR and found that SVR outperformed
better than pSVMs by about 30% in terms of the squared error, which is close
to human performance.

2 Related Work

Recent studies on sentiment classification focused on machine learning ap-
proaches. Pang [13] represents a review as a feature vector and estimates the
polarity with SVM, which is almost the same method as those for topic classifi-
cation [1]. This paper basically follows this work, but we extend this task to a
multi-order classification task.

There have been many attempts to analyze reviews deeply to improve ac-
curacy. Mullen [10] used features from various information sources such as ref-
erences to the “work” or “artist”, which were annotated by hand, and showed
that these features have the potential to improve the accuracy. We use reference
features, which are the words around the fixed review target word (book), while
Mullen annotated the references by hand.
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Turney [20] used semantic orientation, which measures the distance from
phrases to “excellent” or “poor” by using search engine results and gives the word
polarity. Kudo [8] developed decision stumps, which can capture substructures
embedded in text (such as word-based dependency), and suggested that subtree
features are important for opinion/modality classification.

Independently of and in parallel with our work, two other papers consider
the degree of polarity for sentiment classification. Koppel [6] exploited a neu-
tral class and applied a regression method as ours. Pang [12] applied a metric
labeling method for the task. Our work is different from their works in several
respects. We exploited square errors instead of precision for the evaluation and
used five distinct scores in our experiments while Koppel used three and Pang
used three/four distinct scores in their experiments.

3 Analyzing Reviews with Polarity Scores

In this section we present a novel task setting where we predict the degree of
sentiment polarity of a review. We first present the definition of sp-scores and
the task of assigning them to review documents. We then explain an evaluation
data set. Using this data set, we examined the human performance for this task
to clarify the difficulty of quantifying polarity.

3.1 Sentiment Polarity Scores

We extend the sentiment classification task to the more challenging task of as-
signing rating scores to reviews. We call this score the sp-score. Examples of
sp-scores include five-star and scores out of 100. Let sp-scores take discrete val-
ues! in a closed interval [min...max]. The task is to assign correct sp-scores to
unseen reviews as accurately as possible. Let ¢ be the predicted sp-score and
y be the sp-score assigned by the reviewer. We measure the performance of an

estimator with the mean square error:
n i1 (G = i), (1)

where (21,91), ..., (Tn, yn) is the test set of reviews. This measure gives a large
penalty for large mistakes, while ordered multi-class classification gives equal
penalties to any types of mistakes.

3.2 Evaluation Data

We used book reviews on amazon.com for evaluation data? 3. Each review has
stars assigned by the reviewer. The number of stars ranges from one to five:

1 'We could allow sp-scores to have continuous values. However, in this paper we assume
sp-scores take only discrete values since the evaluation data set was annotated by
only discrete values.

2 http: //www. amazon.com

3 These data were gathered from google cache using google API.
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one indicates the worst and five indicates the best. We converted the number
of stars into sp-scores {1,2,3,4,5} 4. Although each review may include several
paragraphs, we did not exploit paragraph information.

From these data, we made two data sets. The first was a set of reviews for
books in the Harry Potter series (Corpus A). The second was a set of reviews for
books of arbitrary kinds (Corpus B). It was easier to predict sp-scores for Corpus
A than Corpus B because Corpus A books have a smaller vocabulary and each
review was about twice as large. To create a data set with a uniform score distri-
bution (the effect of skewed class distributions is out of the scope of this paper),
we selected 330 reviews per sp-score for Corpus A and 280 reviews per sp-score
for Corpus B ®. Table 2 shows the number of words and sentences in the cor-
pora. There is no significant difference in the average number of words/sentences
among different sp-scores.

Table 3. Human performance of sp-score estimation. Test data: 100 reviews of Corpus
A with 1,2,3,4,5 sp-score.

Square error

Human 1 0.77
Human 2 0.79
Human average 0.78
cf. Random 3.20
All3 2.00

Table 4. Results of sp-score estimation: Human 1 (left) and Human 2 (right)

Assigned Assigned
1 2 3 4 5 Total 1 2 34 5total
Correct Correct

112 7 0 1 0 20 116 3 01 0 20
278 410 20 211 5 31 0 20
31 113 5 0 20 325 74 2 20
4 0 0 410 6 20 4 01 2116 20
5012 710 20 500 0218 20

Total 20 17 23 24 16 100  Total 29 14 129 36 100

3.3 Preliminary Experiments: Human Performance for Assigning
Sp-scores

We treat the sp-scores assigned by the reviewers as correct answers. However, the
content of a review and its sp-score may not be related. Moreover, sp-scores may
vary depending on the reviewers. We examined the universality of the sp-score.

4 One must be aware that different scales may reflect the different reactions than just
scales as Keller indicated [17].

® We actually corrected 25000 reviews. However, we used only 2900 reviews since the
number of reviews with 1 star is very small. We examined the effect of the number
of training data is discussed in 5.3.
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We asked two researchers of computational linguistics independently to assign
an sp-score to each review from Corpus A. We first had them learn the relation-
ship between reviews and sp-scores using 20 reviews. We then gave them 100
reviews with uniform sp-score distribution as test data. Table 3 shows the results
in terms of the square error. The Random row shows the performance achieved
by random assignment, and the All3 row shows the performance achieved by
assigning 3 to all the reviews. These results suggest that sp-scores would be
estimated with 0.78 square error from only the contents of reviews.

Table 4 shows the distribution of the estimated sp-scores and correct sp-
scores. In the table we can observe the difficulty of this task: the precise quantifi-
cation of sp-scores. For example, human B tended to overestimate the sp-score
as 1 or 5. We should note that if we consider this task as binary classifica-
tion by treating the reviews whose sp-scores are 4 and 5 as positive examples
and those with 1 and 2 as negative examples (ignoring the reviews whose sp-
scores are 3), the classification precisions by humans A and B are 95% and 96%
respectively.

4 Assigning Sp-scores to Reviews

This section describes a machine learning approach to predict the sp-scores of
review documents. Our method consists of the following two steps: extraction of
feature vectors from reviews and estimation of sp-scores by the feature vectors.
The first step basically uses existing techniques for document classification. On
the other hand, the prediction of sp-scores is different from previous studies
because we consider ordered multi-class classification, that is, each sp-score has
its own class and the classes are ordered. Unlike usual multi-class classification,
large mistakes in terms of the order should have large penalties. In this paper,
we discuss two methods of estimating sp-scores: pSVMs and SVR.

4.1 Review Representation

We represent a review as a feature vector. Although this representation ignores
the syntactic structure, word positions, and the order of words, it is known to
work reasonably well for many tasks such as information retrieval and document
classification. We use binary, tf, and tf-idf as feature weighting methods [15].
The feature vectors are normalized to have L? norm 1.

4.2 Support Vector Regression

Support vector regression (SVR) is a method of regression that shares the un-
derlying idea with SVM [3,16]. SVR predicts the sp-score of a review by the
following regression:

f:R"— Ryy=f(z)=(w-x)+b. (2)
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SVR uses an e-insensitive loss function. This loss function means that all errors
inside the € cube are ignored. This allows SVR to use few support vectors and
gives generalization ability. Given a training set, (€1, y1), ..., (Tn,Yn), Parame-
ters w and b are determined by:

minimize ) (w - w) + C >0 (& + &)
subject to ({w-x;) +b) —y; <e+§&
yi — ((w - x5) +b) <e+¢&
¢ >0 i=1,..,n. (3)

The factor C' > 0 is a parameter that controls the trade-off between training
error minimization and margin maximization. The loss in training data increases
as C' becomes smaller, and the generalization is lost as C' becomes larger. More-
over, we can apply a kernel-trick to SVR as in the case with SVMs by using a
kernel function.

This approach captures the order of classes and does not suffer from data
sparseness. We could use conventional linear regression instead of SVR [4]. But
we use SVR because it can exploit the kernel-trick and avoid over-training.
Another good characteristic of SVR is that we can identify the features con-
tributing to determining the sp-scores by examining the coefficients (w in (2)),
while pSVMs does not give such information because multiple classifiers are in-
volved in determining final results. A problem in this approach is that SVR
cannot learn non-linear regression. For example, when given training data are
(x=1y=1),(x =2,y =2),(x =3,y = 8), SVR cannot perform regression
correctly without adjusting the feature values.

4.3 Pairwise Support Vector Machines

We apply a multi-class classification approach to estimating sp-scores. pSVMs
[7] considers each sp-score as a unique class and ignores the order among the
classes. Given reviews with sp-scores {1,2,..,m}, we construct m - (m — 1)/2
SVM classifiers for all the pairs of the possible values of sp-scores. The classifier
for a sp-score pair (avsb) assigns the sp-score to a review with a or b. The class
label of a document is determined by majority voting of the classifiers. Ties in
the voting are broken by choosing the class that is closest to the neutral sp-score
(i.e, (1 +m)/2).

This approach ignores the fact that sp-scores are ordered, which causes the
following two problems. First, it allows large mistakes. Second, when the number
of possible values of the sp-score is large (e.g, n > 100), this approach suffers
from the data sparseness problem. Because pSVMs cannot employ examples that
have close sp-scores (e.g, sp-score = 50) for the classification of other sp-scores
(e.g, the classifier for a sp-score pair (51vs100)).

4.4 Features Beyond Bag-of-Words

Previous studies [9,2] suggested that complex features do not work as expected
because data become sparse when such features are used and a bag-of-words
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Table 5. Feature list for experiments

Features  Description Example in Fig.1 review 1
unigram  single word (I) (believe) .. (series)

bigram pair of two adjacent words (I believe) ... (the series)
trigram adjacent three words (I believe this) ... (in the series)
inbook words in a sentence including “book” (I) (can’t) ... (series)
aroundbook words near “book” within two words. (the) (next) (in) (the)

approach is e